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Abstract—The aim of this research is to predict 

undergraduate students' academic performance using machine 

learning techniques. With the increasing availability of 

instructional data, there is a growing potential to utilize this 

information for educational purposes. Machine learning has 

become a common approach to predicting student performance, 

which can be beneficial for improving teaching strategies and 

student outcomes. This study focused on identifying challenges 

faced by graduate students who have low academic 

performance, and how their future performance can be 

predicted using historical data. The dataset used in this study 

was collected from a reputable academic institution and 

analyzed using various machine learning algorithms, such as 

Decision Trees, Random Forests, Support Vector Machines, 

Gradient Boosters, Linear Regressions, and Neural Network 

Regressions. The most effective algorithm was used to predict 

students' final semester grades. Feedback and suggestions for 

improvement were provided to students based on their 

predicted grades. The proposed system, named Academic 

Advisor, acts as a coach or guide for students, displaying their 

current academic status and providing customized targets to 

help them achieve better grades. This research can help 

educators and institutions improve their teaching strategies and 

enhance students' academic performance by utilizing machine 

learning techniques. 

Keywords— education technology, estimation, machine 

learning 

I. INTRODUCTION  

There are a lot of factors that determine a student's 
cumulative grade point average (CGPA), including prior 
course performance and credit earned for subject study in the 
past. Every student aspires to maintain a grade point average 
that is as high as reasonably achievable. When a student's 
cumulative grade point average (CGPA) is calculated, it 
represents their overall level of academic success. It is 
necessary for students to examine a range of elements in order 
to maintain a high cumulative grade point average (CGPA) 

throughout their academic careers. Attendance, presentation, 
and concentration in class are all important factors in 
achieving success; just studying will not be sufficient on its 
own. Finally, the primary goal of this investigation is to assess 
the significance of each of these factors in order to get the best 
possible outcome for the participants. To find the most 
important factor in achieving a high cumulative grade point 
average, machine learning may be employed (CGPA). The 
primary goal of this study is to predict a student's final test 
score based on his or her previous performance and to assess 
whether or not the student is at risk for learning problems in 
the future. This topic is straightforward enough that students 
may easily identify their own weaknesses while also gaining 
a good estimate of their final grade on it. This strategy also 
includes suggestions and alternative ideas for increasing their 
overall performance. Students will have an easier time 
preparing for the final test as a result of using this method of 
learning. Providing that a student is able to overcome a 
weakness, it may be assumed that more predictable outcomes 
will be attained in the future. Once the data had been obtained, 
it was merged and recognized using a variety of machine 
learning techniques that were developed. The dataset is at the 
heart of all machine learning algorithms since it contains all 
of the information. The grades of pupils were utilized to 
compile the data for this inquiry, which was then analyzed. 
Daffodil International University in Bangladesh has given this 
information, which contains the grades of its students, for your 
consideration. Aside from the development of features and 
labels, it was able to immediately categorize the data. Quizzes, 
assignments, presentations, midterms, and attendance were all 
taken into consideration while compiling the data set. How 
can they determine the limitations of children's abilities based 
on their examination results?" For everything from semester 
numbers to examinations and assignments to presentations, 
midterms, attendance, and everything in between, Researchers 
established a standard label that could be applied to 
everything. They used it for everything. The use of machine 
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learning to forecast the future has a wide range of 
repercussions. The plan is to use the Machine Learning 
technique to forecast the future results of students based on the 
dataset in order to boost the efficacy and understanding of the 
system while keeping the cost as low as possible. In its 
development and research, they have employed a variety of 
machine-learning packages, including: Scikit-Learn, Pandas, 
Numpy, and Matplotlib, to name just a few examples. In order 
to construct an adequate dataset, it is required to use a number 
of different feature selection techniques. The field of Machine 
Learning encompasses many various sorts of predictions, 
including enhanced algorithms, supervised algorithms, and 
uncontrolled algorithms, amongst others. Therefore, 
regression analysis is used in order to predict a student's final 
academic achievement. The method accurately predicts 
students' academic achievement, and one of its main goals is 
to assist students in improving the academic performance in 
the classroom. This is accomplished by developing 
customized suggestions for each individual student based on 
the student's abilities and mental process, among other factors.  

II. LITERATURE REVIEW  

Machine learning is extensively employed for determining 
matters that are obedient to forecasting. For exerting steps 
against the student’s future performance prediction, a lot of 
work has been made using ML. ML has performed this 
procedure much conveniently. B. Minaei-Bidgoli, et al. 
implemented data mining techniques on the dataset, which is 
obtained from the LONCAPA database. Mainly they worked 
on prognosticating student performance to help web-based 
educational technology. By this work, the authors encouraged 
the student to find and classifying their problems. In their 
work, Quadratic Bayesian, INN, KNN, Parzen-window, and 
decision tree, Classifiers are used. By joining the classifier 
with multiple classifiers, they develop classifier performance. 
They mapped the GA with CMC for improving the result. For 
optimizing CMC with GA they got the best accuracy [1]. S. 
B. Kotsiantis, et al. have done their work on the purpose of 
predicting student performance by their results. The central 
technique of their work was the application of a regression 
algorithm to attain student performance whether a student 
passes a course or not. Finally based on their work they built 
a software prototype for this purpose. They used ML 
techniques to find out the poor performance of a student to 
notify them. HOU gave them the required database from it 
they extracted the dataset for further proceedings. The feature 
was divided into three categories. They used common 
regression methods such as model trees, neural networks, 
linear regression, locally weighted linear regression, SVM. 
They used data collection. From model tree inductor M5 
which works on propositional regression rule helped them to 
acquire the best accuracy. Finally based on the M5 rule result 
they constructed software support tools [2]. M. Ross, et al. 
done this work to classify student attentiveness. They found 
whether a student is attentive or not by the ML approach. They 
used K-means clustering and SVM for prediction. For data 
collection, an RGB-D sensor was used. It stored student’s 
gestures, postures, and facial expressions. Extracting from its 
data was produced to find out student attentiveness and 
algorithm implementation. The algorithm was implemented 
for classifying the student’s attentiveness or inattentiveness. 
After making the required dataset it was clustered by K-means 
and classified by the SVM algorithm. Finally with the help of 
this ML technique they built a system for identifying student 
attentiveness automatically [3]. H. Hamsa, et al. have done 

similar work to enhance the quality of higher education. The 
authors collected data from 120 bachelor's students, 48 
master's students. They examined the dataset into training and 
testing data. Admission score, sessional marks, internal marks 
were considered as attributes. They utilized Decision Trees 
(DT) and the Fuzzy Genetic Algorithm (FGA) for prediction. 
Based on the result they build a model. Finally, they showed 
different results to the respective (instructor, student) entities 
for their better actions [4]. M. M. Mohan, et al. showed that 
amount of educational data is rising tremendously. They 
worked to find the hidden structure that lies in the data by big 
data analysis. Based on this they foretell the performance of 
students. They used big data techniques like Hadoop, Map 
Reduce for this analysis [5]. A. Acharya, et al. discussed EDM 
on their work. For the early prediction of student performance 
EDM applications were employed. To offer remediation to the 
week students, it is important to predict their performance 
early. For this work, they derived their dataset by collecting 
data from the colleges of Kolkata. For building a prediction 
model, 15 attributes are considered. After processing the data, 
they used ML algorithms on the dataset including Decision 
Tree, Bayesian Network, ANN, and SVM. They analyzed the 
accuracy of the model with the help of the confusion matrix. 
They found SMO and C4.5 algorithms work fit on their 
dataset [6]. B. Khan, et al. showed that the database holds 
information about students from which hidden patterns can be 
observed. Data were obtained from the student of S.S.C of 
Islamabad. They divided the main method into learning and 
classification. After processing the data, algorithms are 
implemented for correct classification and prediction. They 
applied the J48 decision tree algorithm, which is an 
implementation of the decision tree by JAVA. With the 
implementation of this algorithm, they develop a model to 
predict student’s final grades. They got 84.53% accuracy by 
their model. Their prediction helps students, parents, and 
teachers to take advanced initiatives to enhance the 
performance of the student. After going through all the 
literature discussed preceding, at contrast to their research, 
they have discovered that they also have several common 
peculiarities and variation. In this work, fourteen thousand 
data which is huge and predicts the student’s final mark also 
give proper suggestions for individual students to improve 
their performance in university is discussed. They used four 
traditional ML algorithms to achieve the best outcome [7]. 
Adekitan et al (2019) despite the fact that academic and 
nonacademic elements impact college or university 
achievement. For example, high-achieving students may lose 
concentration owing to peer pressure and social diversions, 
whereas lowachieving students may succeed in university. 
The same cannot be said about academic excellence in 
Nigeria. It was determined that the link between cognitive 
entrance criteria and first-year academic achievement was 
linear. The R2 values of 0.207 and 0.232 show that the 
cognitive entry criteria do not fully predict first-year student 
performance [8]. Osmanbegovic et al (2012) using 
preoperative assessment data, three supervised data mining 
methods were evaluated for accuracy, learning easiness, and 
user-friendliness. Outperforms decision trees and neural 
networks. A good classifier model is exact and clear. This was 
done following a standard classroom data collection. This 
strategy may help students and teachers improve grades and 
reduce failures. Interaction influences pleasure. Three 
supervised data mining techniques performed well. DTs and 
NNs are outclassed. A good classifier model is accurate and 
easy to train. Then came data mining in the classroom. This 
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strategy may help students and teachers. Interaction affects 
both engagement and productivity and student results [9]. 
Saleh et al (2021) the latest current discoveries in EDM 
research are discussed in this paper. There was a lot of focus 
on the educational aims of each study and on the data and data 
mining methods used. It's time for a new classroom! When it 
comes to EDM, elearning, data mining, and tutoring systems 
are all intertwined with one another. EDM The fast evolution 
of educational data analysis may be seen through the ever-
expanding volume of data. Data mining in education has just 
recently emerged. This region's future is exciting to 
contemplate. Data mining is used to predict student outcomes 
in this research [10]. Ramdas et al (2019) despites the fact that 
academic success depends on prior performance. Prior 
performance affects student success. Bigger data equals better 
SVM Algorithm tracks student's academic and extracurricular 
activities. Manual examinations were recently employed. 
Flaws in the heel slow currents Manual exam analysis is 
challenging. Hand computations are inaccurate. This process 
is slower. Pre-school test Portal is born. Not an easy task. 
Designed for teachers and students. Students' academic 
progress may be predicted. It employs neural networks. The 
value of some assets is also assessed [11]. Adekitan et al 
(2019) describe the advantages of machine learning are 
increasing educational data mining study. The Konstanz 
Information Miner was used to forecast the fifth year and final 
Cumulative Grade Point Average (CGPA) of Nigerian 
engineering students (KNIME). Six data mining algorithms 
were tested with 89.15 percent accuracy. Linear and pure 
quadratic regression models had R2 values of 0.955 and 0.957. 
This allows for early detection of individuals who may not 
graduate or who may not graduate satisfactorily [12]. Geetha 
et al (2021) states about that massive data storage has always 
been an issue. The amount of instructional data expands as 
awareness develops. This requires a new machine learning 
approach. Predicting student performance may help 
administrators, educators, and students avoid student failure. 
This may also assist pupils improve next semester. They used 
XGboost, KNN, and SVM to develop prediction models. To 
discover the most accurate approach, it analyzed accuracy, 
precision, and recall. SVM and K-NN beat XGBoost in 
predicting underperformers [13]. Shingari et al (2018) create 
a mining academic dataset for patterns relevant to 
administrators, teachers, and students. Education evolves, and 
students must adapt. This article concerns data mining student 
records. The best way to predict a student's ultimate grade 
before acting. It analyzed a group of students' academic 
records utilizing data from a famous university. Various data 
mining techniques were used to establish unique categories. If 
educators use this method early, they may be able to help 
students in need sooner [14]. Felix et al (2020) learning to 
code is one of the most difficult tasks for computer science 
students. Students who struggle to master new skills (like 
abstraction) are more likely to drop out of classes. To avoid or 
cultivate specific habits or tendencies, a student should learn 
the aspects that contribute to success or failure early in their 
academic career. A computer programming class was given 
four questionnaires. Machine learning predicts students' 
grades based on survey responses. Using the data, they can 
forecast how many kids will require extra help. Motivated 
folks are more interested in the topic. So, it can reduce dropout 
rates and improve the bar for all kids [15]. Altabrawee et al 
(2019) aims to provide research about students with advanced 
degrees have a right to demand the best. To achieve this goal, 
greater help for such students is required. Al-Muthanna 

University's College of Humanities used four machine 
learning algorithms to predict student achievement in a 
computer science course. They utilize A.N.N. and decision 
trees. Students' time on Facebook and the utilization of social 
media as a learning aid were examined. Students' usage of 
social media and online education. The accuracy of each 
model's classification was assessed. It used student 
questionnaires and also grade books. to determine 
categorization error, memory, and F. On the other hand, the 
ANN model's classification accuracy is (fully linked feed 
forward multilayer ANN). The decision-tree method 
discovered five factors of student achievement [16]. Sujatha, 
G. et al (2018) graduate students deserve the finest. These kids 
need extra help. Al-AI Muthanna's forecasts student 
improvement. ANNs and conifers these were examined. So 
did smartphones. With so many applications, cellphones have 
grown in popularity. They must now concentrate on customer-
specific solutions. Determine mobile software preferences 
based on age, gender, and activity. Authors used SVM and 
ANN to predict the type of app. Real-time mobile app 
prediction is possible. Their approaches work. On Facebook 
to learn the student's internet use I tried it out. A+ for 
classification accuracy (fully linked feed forward multilayer 
ANN). DT predicts student achievement [17]. Xu et al (2017) 
despite that to graduate on time, students must be able to 
forecast future achievement. It is possible to forecast a 
student's success on exams and in solving problems, but not 
their degree completion (e.g., college programs). Some 
courses predict outcomes better than others. The predicted 
growth in student numbers must be considered. Machine 
learning may be used to predict a student's degree program 
success. Author's suggestions a two-tiered predictor cascade 
is used. This method uses probabilistic matrices and latent 
component models. The proposed strategy beat the benchmark 
procedures in a three-year UCLA research [18]. Muñoz-
Bullón et al. (2017) an extracurricular sport's influence on 
kids' academic progress was the study's purpose. Prior 
research had conflicting results, with some seeing a positive 
benefit and others a negative. They aim to offer a more 
comprehensive view of the outcomes. The empirical data 
come from a 2008–2014 Spanish university undergraduate 
student panel. The academic performance of athletes is 
compared to non-athletes. Taking part in organized sports 
correlates with higher grades. The research confirms that 
athletic activities assist practitioners meet academic 
achievement goals [19]. Shetu et al [20] also predicted the 
students’ performance which is pretty much similar ideology 
as mine. 

III. PROBLEM STATEMENT  

University students in our country are frequently apathetic 
about evaluating themselves according to their academic 
assessment standards, and it is evident that they are unable to 
get good results in the end due to the absence of effective 
preparation and strategy. In our system, Students may estimate 
the semester's final grades using past data such as attendance, 
class tests, assignments, presentations, and midterm grades. A 
student can figure out his or her targeted marks for an 
exceptional score by doing so. It also has a downside, the 
predicted marks may not always be sufficient to achieve a 
student's desired result; in this case, the student can improve 
their midterm marks by retaking the midterm exam, and after 
improving their midterm marks, they can aim for moderate 
final marks to achieve an excellent result. A student can also 
forecast his or her ultimate outcomes before beginning a 
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semester by using our technique. He or she can create many 
draft marks on their assessment criteria points and try multiple 
times to achieve the ideal final result. After finding his/her 
draft marks for an excellent result, he/she can smoothly pass 
the semester.  

IV. PROPOSED SYSTEM  

The approach includes an absolute of six measures that 
conclude the analysis, which is shown in Figure. 1. 

Fig. 1. Methodology Diagram 

A. Data Acquisition / Data description  

Data compilation is constantly a tough responsibility for 
all research. Dataset is collected from Daffodil International 
University in Bangladesh. In this dataset, there are seven 
attributes such as student semester number, assignments, 
presentations, Class tests, attendance, midterm test, and final 
examination marks. This student marking system has been 
operating at DIU. The complete hundred mark for a student 
remained separated into six categories that are exhibited in 
Table 1. Collected all subject’s data which marking is matched 
following Table 1.  

TABLE I.  MARKS DISTRIBUTION 

Attendance Class 

Test 

Assignment Presentation Mid 

Term 

Final 

Term 

7 5 5 8 5 0 

 

B. Dataset  

They demanded to accumulate 14,000 students mark for 
this research. After assembling 14,000 student’s marks, data 
was pre-processed to build a proper dataset for research. All 
the data were properly organized into a CSV file. By proper 
analysis, some unusual information (name, mail, etc.) was 
removed from the dataset to make e adjustable dataset for the 
work.  

Fig. 2. Database Representation 

Figure 2. Represents the overall percentage of the grade of 
dataset. The figure illustrated that SGPA 3.00 out of 4 is 
occupied highest amount that is 18.3% and SGPA 4, that is 
occupied only 0.7% among 14000 students.  

C. Data Analysis  

After creating a dataset, it is remarkably essential to 
analyze this data to recognize which algorithm is perfect for 
this dataset. After analyzing the data so carefully, it found 
some associations for different attributes with each other, also 
found out the dependent and independent variables or 
attributes in the database, so for implementing algorithms, it 
is easy to decide on what will happen and how it works. Table 
2 showed that the independent and dependent classes. Here 
‘final’ attribute is dependent, and the others attribute are 
independent. It is so crucial to analyze before employing 
algorithms.  

TABLE II.   DEPENDENT & INDEPENDENT VARIABLES 

D. Algorithm Selection and Implementation 

 In the work, the algorithms were concentrated by which 
are the most suitable in relation to the model. Six conventional 
machine learning regression algorithms such as Neural 
Network, Decision tree, Random Forest, and SVM, Linear 
Regression were employed. Gradient Boosting to get primary 
efficiency. By this process, it discovered the best algorithm. 
With the leading highest score among all the algorithms. After 
executing algorithms, Linear Regression gave the most 
leading 0.99 r2 scores by employing a 70% training rate. The 
additional five algorithms also accomplished quite fit. As 
Linear regression provided the peak efficiency. It has been 
decided to employ this algorithm to forecast the student result. 
Table 3 represents the parameter usage of applied algorithms. 
They selected the parameter that is produced the best 
performance.  

TABLE III.   PARAMETER USAGE 

Algorithms Details 

Linear Regression Randomstate = 3 

Neural Network Randomstate = 3,  
maxiter = 500 

Decision Tree Randomstate = 42 

Support Vector Machine kernal =′ rbf ′, degree
= 3, gamma
= ′scale′ 

Random Forest nestimatos = 100, criterion =
′mse′ 

Gradient Boosting nestimators = 200 

E. Evaluation  

In this work, the system receives input like assignment 
marks, attendance, class test, presentation, mid exam mark 
from the student for a particular subject/course. After that, the 
system interprets the mark and furnishes the Final result as 
output for that subject additionally it also provides contextual 
feedback to enhance the student’s final result.  

 

Semester Attendance CT Assignment Presentation Mid 
Term 

Final 
Term 

2 0 4 0 1 11.50 28.50 

5 3 7.5 0 2.25 16.50 22 

9 4 10 0 7 14.50 27 

3 6 12 4 7 20.50 27 

3 6 10 3 6 16 20 
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V. MAIN EXPERIMENTAL RESULT AND DISCUSSION 

 To evaluate the effectiveness of its work, six machine 
learning algorithms were employed in pre-organized in this 
data. The performance value delivered by these algorithms 
into Score Matrix Table 4, so it can simply comprehend and 
implement an association among them based on their 
attainment. 30% test and 70% training data to estimate the 
effectiveness of those chosen algorithms. By associating those 
six algorithms, a magnificent outcome was found. In this 
work, all the algorithms performed better. Linear Regression 
performed perfectly with high-level efficiency than other 
algorithms.  

TABLE IV.   ALGORITHM’S SCORE 

Table 4 represents the different Scores of each algorithm. 
For each algorithm, their performance measured by Mean 
Absolute Error (MAE), Mean Squared Error (MSE), Root 
Means Squared Error (RMSE), and R2Score were evaluated. 
All of the algorithms generated MSE scores near 0 and 
r2Score very near to 1. That means each algorithm fitted that 
data outstandingly. V. Vapnik [21] demonstrated that in ML 
and pattern distribution SVM gained more stable 
accomplishment in consequence of the minimization of 
perceived data. In this research, the SVM algorithm obtained 
0.987 r2sore and MSE is 0.15. Linear regression produced the 
best performance among all the algorithms. C. Jin et al [22] 
told that the Decision tree is one of the essential procedures 
for handling model classification and regression for induction 
analysis and data mining. The Decision tree algorithm gave r2 
score 0.974 but 0.70 MSE score and it the highest MSE score 
among all the algorithms. P. O. Gislason et al [23] described 
that the Random Forests can retail high dimensional data and 
manage a huge number of trees considered for classification 
of multisource. The algorithm Random Forest gave 0.982 
r2score, but 0.20 MSE and MSE is suitable. The Neural 
Network (NN) performed similarly with the Linear 
Regression. Kangarani Farahani et al [24] stressed that NN is 
primarily used dynamically for complex prediction and NN 
more in harmony with denouncing results. 0.982 r2score and 
0.04 MSE, which is similar to the linear regression algorithm, 
were provided by Neural Network. It has achieved the second-
best score of all algorithms. Linear regression is the most 
common statistical model for evaluating the relationship 
between the various variables. The definition is linear, apart 
from univariate or multivariate data forms [25]. It may also be 
a linear regression simple and multiple. Multi-linear 
regression was used in this work. The highest efficiency was 
achieved by linear regression with r2score 0.999 and 0.03 
MSE using 30% test data rate and 70% training data which is 
presented in Table V by a red rectangular border-box. The tree 
method of gradient boosting integrates additional trees 
strategically by correcting errors of its predecessor versions, 
thereby improving prediction precision [26]. It observed in 
their analysis, 0.993 R2 Score and 0.18 MSE are obtained in 
the gradient boosting algorithm. And its’s r2 score is the 
second highest among all the algorithms. From the above 
comparative discussion, it can see that linear regression 

produced the better performance among all the algorithms. So 
Linear Regression for Evaluation and implementation was 
decided to use Figure 3. Demonstrated the real and predicted 
marks of students. The red line represents the real marks, and 
the green line shows the predicted mark. The green line is so 
connected to the red line, and it almost overlapped the real 
mark (red line). That indicates selected model prognosticates 
very precisely in final marks prediction. From the above 
discussion, they can determine that the algorithms applied in 
this research worked sensibly fit and the selected model works 
quite well. This shows their work excellence. 

A. Demo Input Representation  

They attempted to develop an intelligence website by the 
Django framework based on this work. The representation of 
the website is proffered below. Figure 4 describes the input 
section of the system. Here, the system gets input Quiz mark, 
assignment marks, attendance mark, presentation mark, and 
mid exam mark of the student for a distinct subject/course. 
Then the system is required to enter or click the Evaluate 
button to execute the algorithm for the final mark  

Fig. 3. Real and Predicted Comparison 

 

Fig. 4. Input Demonstration 

B. Demo Output Representation  

Figure 5 depicts the output portion of the system. Based 
on the input mark algorithm provides the final mark of a 
student. This system/website is developing stage. 

Algorithms 

Parameter NN DT RF SVM LR GB 

MAE 0.16 0.53 0.29 0.24 0.16 0.32 

MSE 0.04 0.70 0.20 0.15 0.03 0.18 

RMSE 0.20 0.84 0.45 0.39 0.13 0.43 

R2 Score 0.985 0.974 0.982 0.987 0.999 0.993 
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Fig. 5. Output Demonstration 

C. Contextual Feedback  

To observe the weakness of a student they have confronted 
his/her all marks with standard marks The standard marks 
Table 5 is bellowed: If any student got bellow of this standard 
marks. Then the arrangements for counseling have been made 
for this student to get more satisfying marks in the final 
examination. In the credit system of the result, the maximum 
result is 4.00 and the minimum pass result is 2.00.  

TABLE V.  STANDARD MARK 

Attendance Class 

Test 

Assignment Presentation Mid 

Term 

75% of total 

class 

11 3.5 6 15 

 

By applied this result system, nine groups of students 
based on CGPA were build and found. Then the 
corresponding type of 20 students for each group and finally 
create a total of nine groups were consolidated. After that, the 
same questionnaires for all groups were applied. The 
questionnaires are given below:  

Questionnaire:  

• What is the consequence of each group of students if 
they are not attending at least 75% of the total class?  

• What type of inspection is necessitated if class test 
marks are bellow standard marks for a particular 
group?  

• How to become a smart worker if assignment marks 
are bellow standard marks for a specific group?  

• How to enhance English speaking, body language, 
and make wonderful presentation slides if 
presentation marks bellow standard marks for any 
group?  

After that, some differences, and correlations between all 
the groups were found. By this comparison, the static 
approach is not appropriate for all was apprehended. Because 
different students carry different comprehension and quality. 
So, if a suggestion for students based on the same mentality 
and quality will produce, then the suggestion is perfect and 

accurate for the students. By following questionnaires, the 
type of process, activities, ability to solve, process overcome, 
and strategy of each questionnaire was produced. The 
database into good form with a huge number of data was 
preprocessed. After the analysis and calculations, it acts as a 
suggestion making database. By giving this appropriate 
suggestion to students, they can improve their results by 
following this.  

Algorithm 1: The algorithm to give suggestion.  
1: procedure the Procedure  
2: top:  
3: mark ← take a mark of single attribute  
4: loop:  
5: if mark < standard mark of specific attribute then  
6: goto suggestion.  
7: else  
8: goto top.  
9: end if  
10: suggestion:  
11: quality ← based on taken mark.  
12: if quality == low then.  
13: provide low based suggestions.  
14: else if quality == mid then.  
15: provide medium based suggestions  
16: else.  
17: provide expert-based suggestions  
18: end if  
19: end procedure  
 
Figure 6 illustrated contextual feedback to improve the 

student’s final result based on the weakness of the student by 
executing the aforementioned algorithm. This figure exhibits 
the suggestion of that student. The suggestion is provided 
based on students' categories. For example, expert-level 
suggestions are never provided to the medium or low-level 
student. 

Fig. 6. Provided Suggestion 

VI. CONCLUSION AND FUTURE WORK  

Following the proposed model, six machine learning 
algorithms were implemented to predict students’ final marks 
before they attend the final examination and give them 
appropriate suggestions for individual students. By getting the 
predicted final mark and suggestions they can enhance their 
final mark to improve their CGPA. In this proposed model 
Linear Regression obtained the highest score with 0.999. The 
linear regression model predicted so precisely that it nearly 
overlapped the actual result. They ventured to perform the best 
possible consequence but there are still a few barriers to work. 
The main limitation of this work is that model works only for 
students at Daffodil International University (DIU) and 
universities that follow the same marking system as DIU 
maintains. In the future, they will try to collect data from all 
universities in Bangladesh and try to make an intelligent web-
based system. So, every university’s student can see their 
predicted results and get their suggestions and guidelines to 
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improve their performance by giving their past marks and 
required fields. This intelligent website is in the developing 
stage, and they are hoping that if proposed system can be 
developed quickly, this will be very helpful in the corona 
pandemic situation for academic result processing. In 
Summary, this a developing prototype & still it is ongoing and 
soon we will be completed the system on live.  
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Abstract—Driving in today's world is a very complicated and 

dangerous job that requires full attention. All types of behavior, 

such as (feeling distracted, aggressive, drowsy, irritable, or 

tired, can divert the driver's attention away from the road). can 

lead to accidents and injuries. I can tell you that traffic accidents 

are a serious problem worldwide. Because this incident is 

increasing in most countries of the world causing many victims. 

The aim of this project is to employ machine learning (ML) 

methods to develop a system capable of identifying driver 

actions and behaviors. Therefore, it is essential to identify risky 

driving behaviors such as distracted, aggressive, drowsy, 

irritable, or tired driving. To achieve this goal, we are working 

on 15 driver behaviors in this project. We have categorized the 

provided images using various ML models to determine whether 

the driver is driving safely or engaging in distracting activities 

or, aggressive, drowsy, irritable, or tired driving. Our approach 

involves comparing different models such as Linear Discrimi-

nant Analysis (LDA) and Principal Component Analysis (PCA) 

to determine the best one based on the relevant metrics. The 

results indicate that. That shows higher precision, recall, F1, and 

accuracy scores with LDA compared to PCA, especial-ly 

methods Support Vector Machines (SVM), Bootstrap Ag-

gregating (Bagging), and K-Nearest Neighbors (KNN), Also the 

results indicate that the combination of PCA and LDA can 

further enhance the performance of many of the models. 

Keywords— ML models, distracted, aggressive, drowsy, angry, 

fatigue, PCA, LDA 

I. INTRODUCTION 

Driver Behavior Detection is a technology that analyzes 
the behavior of drivers while they operate a vehicle. This 
process typically involves collecting information about the 
driver's actions and behaviors using sensors, cameras, and 
other data-gathering devices. This technology aims to improve 
road safety by identifying potentially dangerous driving 
behaviors and alerting drivers or authorities to take corrective 
actions. Driver behavior detection systems typically use a 
combination of sensors and algorithms to monitor various 
aspects of driving, such as speed, acceleration, braking, lane 
positioning, and other factors. The data collected by these 
sensors are then analyzed to detect unusual patterns of 
behavior that may indicate unsafe driving practices or 
distractions. 

The World Health Organization (WHO) reports that each 
year, there are approximately More than 1.35 million deaths 
and injuries are between 20 and 50 million worldwide. [1][2]. 
Road crashes lead It causes more than 2% of death and 
morbidity worldwide,  According to this Organization, road 
traffic injuries rank as the 8th most common cause of death 

worldwide and are the primary cause of mortality among 
individuals aged 5-29 years old. [2]. Some of the key benefits 
of driver behavior detection systems include reducing the 
number of accidents on the roads, improving fuel efficiency, 
reducing vehicle maintenance costs, and increasing driver 
awareness and accountability. Some of the key disadvantages 
Intelligent algorithms may not always accurately detect driver 
behavior, malfunctions or technical issues could potentially 
compromise the safety of drivers and other road users. 

We detect 15 driver behaviors in this paper with several 
different algorithms, in machine learning. That marks the first 
time the 15 driver behaviors have been used in a single ML 
study. Previous studies have never used all these driver 
behaviors at the same time. The project employs different 
methods to extract features from the data, including a His-
togram of Oriented Gradients (HOG), Local Binary Patterns 
(LBP), Color Histogram, Red Green Blue (RGB), Gray, and 
KAZE [3][4], and applies min-max normalization to pre-
process the input. The normalization process scales the data to 
a specific range, which helps in improving the accuracy of the 
classification model [5]. The project uses (PCA), (LDA), and 
LDA on PCA techniques [6]. These techniques reduce the 
number of features and help in improving the accuracy of the 
classification model, and use various classi-fication 
algorithms are utilized in data science, In particular (DT), 
(KNN), Bagging, Adaptive Boosting (ADA), Extreme 
Gradient Boosting (XGB), Random Forest (RF), Naive Bayes, 
Logistic Regression (LR), (SVM), Stochastic Gradi-ent 
Descent (SGD). These algorithms are used to classify the 
input data into different categories. We employed Receiver 
Operating Characteristic (R_O_C) curve analysis to assess the 
effectiveness of the classification algorithms. Addition-ally, 
evaluation metrics such as Precision, Recall, F1 score, 
Accuracy, and Macro Average are used to assess the accu-racy 
of the classification models on test data. 

II. RELATED WORK 

There are several related works on driver behavior detec-
tion using intelligent algorithms. Here are a few examples: 

S. S. Sarwar et al. [7], the authors used various algorithms 
KNN, SVM, DT, and RF to detect driver drowsiness. Based 
on the study's outcomes, it was evident that SVM was the best 
algorithm for the task, achieving an accuracy of 97.7%, 
surpassing the other algorithms in the study. According to a 
study by S. S. Rajput et al [8], various algorithms, including 
DT, RF, and SVM, were employed to classify driver behavior. 
The results indicated that SVM performed better than the other 
algorithms, achieving an accuracy of 95%. Similarly, M. I. 



Journal of Millimeterwave Communication, Optimization and Modelling                                                                 v.4 (2) 2024 

40 

 

Razzak et al [9] utilized different Algorithmic learning 
methods, such as KNN, SVM, and RF, and Naive Bayes, were 
applied to classify driver behavior using data collected from a 
smartphone's accelerometer and Global Positioning System  
(GPS). The highest level of accuracy was attained by the SVM 
classifier, The achieved accuracy was 92.7%. Smith, J., Doe, 
J., & Johnson, A [10]. the authors compare the performance 
of several ML techniques, including DT, KNN, and Naive 
Bayes, for driver distraction detection. They achieve an 
accuracy of up to 94.7% using their proposed approach. 
Aribisala, A. O., & Arinze, B. E. (2019) [11], the authors 
developed a driver drowsiness detection system using SVM 
and PCA. They collected a dataset of driver behavior imag-es 
using a camera and labeled them into three categories, 
including normal driving, drowsy driving, and sleeping. Up-
on conducting tests on the dataset, the suggested approach 
yielded a success rate of 92.5%. S. Ahmed et al. (2019) [12], 
the authors used ML algorithms such as DT, RF, and SVM to 
classify driver behaviors based on accelerometer and 
gyroscope sensor data. They achieved an accuracy of 86.5% 
using RF on a dataset of 14 drivers. M. R. Hasan et al. (2020) 
[13], the authors used (SVM) and RF to detect distracted 
driving behaviors based on head movement and eye gaze data. 
They achieved an accuracy of 92.75% using SVM and 94.1% 
using RF on a dataset of 28 drivers. S. Sujitha, et al [14] the 
authors compared the performance of several ML techniques 
for driver distraction detection using the Driver Distraction 
Recognition Dataset (D-DRD). They found that the RF 
algorithm achieved the best performance with an accuracy of 
97.5%. Zhao et al. (2021) [15], a ML based approach was used 
to classify driver behaviors based on data collected from a 
camera installed in the car. The study achieved an accuracy of 
6.3% in detecting distracted driving, drowsy driving, and 
aggressive driving. According to a research study conducted 
by B. V. Patil et al. in 2020 [16], various ML algorithms were 
investigated to classify driver behavior, including RF, SVM, 
KNN, and DT. The authors utilized an image dataset and were 
able to achieve a 95.4% accuracy rate using the RF algorithm. 
In a study conducted by Xu et al. in (2018) [17], a SVM was 
employed as a means of classifying driver behavior. They 
collected data from a real driving environment and classified 
the behavior into three classes: normal driving, phone use, and 
other distracting activities. They achieved an accuracy of 
94.3% using the proposed model. Khalid et al. (2021) [ hey 
com-pared the performance of several ML models, including 
LR, DT, SVM, and KNN, in classifying driver behavior. They 
collected data from a real driving environment and classi-fied 
the behavior into three classes: normal driving, phone use, and 
other distracting activities. They found that SVM and KNN 
achieved the highest accuracy of 91.8% and 91.2%, 
respectively. Jiafu Zhang et al. (2020) [17], KNN was used to 
classify driver behavior based on eye tracking data. The study 
achieved an accuracy of 93.6%. Weiwen Zhang et al. (2019) 
[18], Bagging was used to classify driver behavior based on 
eye tracking data. The research findings indicated that 
Random Forest had the highest accuracy rate of 97.3%, 
followed by SVM with a rate of 96.8%, and the accuracy rates 
for DT and the study's approach were 94.6% and 96.5%, 
respectively. K. Sunil Kumar et al. (2020) [19], XGB was used 
to detect driver drowsiness based on Electro-encephalography 
(EEG) signals. The study achieved an accuracy of 95.5%. 

III. PREPARE YOUR PAPER BEFORE STYLING 

We are listing various steps involved in a typical ML 
Production line for image classification See Fig (1).  

 

Fig. 1. Recommended methodology 

A. Dataset 

The dataset is taken in parts, not all of them are availa-ble 
in one place on the Internet. Because for the first time, 15 
driver behaviors have been combined into one project. The 
dataset consists of 28767 images. Images are divided into 15 
classes thus, Class Names: [Class 0: Careful driving, Class 1: 
Messaging with the right hand, Class 2: Phoning with the right 
hand, Class 3: Messaging with the left hand, Class 4:  Phoning 
with the left hand, Class 5: Changing the radio, Class 6: 
Beverage while driving, Class 7:  extending backward, Class 
8:  Beautifying hair and makeup, Class 9: Speaking with a 
passenger, Class 10: Sleepy-eyed, Class 11:  Not sleepy, Class 
12: exhausted, Class 13:  Irately, Class 14: Driving 
dangerously and aggressively]. 

Initial stage it is reads each image from its corresponding 
folder using cv2.imread, and we resize it to a specified size 
(64 x 64) fig (2), and adding it to a list of images along with 
its label (converting images from the folder name to a nu-
meric label using a mapping dictionary) [20], means It's 
important to note that the labels are mapped to numerical 
values using the mapping dictionary. This is useful because 
most ML algorithms work better with numerical data rather 
than categorical data [21]. 

We conduct a stratified division of the dataset into two 
sets, namely training and testing, with 0.80 of the data being 
used for training and 0.20 for testing. The training set is then 
further split into a smaller training set and a validation set, 
with 0.90 of the data being used for training and 0.10 for 
validation. 

B. Units 

After resizing the image and converting the images into 
numerical values, we can perform feature extraction using a 
combination of those techniques HOG, LBP, Gray, RGB, 
KAZE, Color Histogram. See fig (3).  

We can use a combination of these techniques to extract 
features from your dataset. For example, you might use HOG 
and LBP to capture information about the texture of your 
images, Gray, and RGB to capture information about color, 
KAZE to capture information about scale and rotation 
changes, and color histogram to capture information about the 
distribution of colors. You can then use these features as input 
to a machine-learning model to perform classification. 

 

Fig. 2. Images are resized as 64*64 color images 
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• HOG: The HOG descriptor is a powerful feature 
descriptor for object detection and has been 
successfully used in various computer vision 
applications. The HOG technique is based on the idea 
that the appearance of an object in an image can be 
characterized by the distribution of the gradient 
orientation in its local area [22]. The HOG features are 
computationally efficient to compute and can be used 
in real-time applications [23]. The HOG algorithm 
works by dividing an image into small cells and 
calculating the gradient orientation and magnitude for 
each pixel within each cell see fig (3) [24]. The 
gradient orientations are then binned into a histo-gram 
for each cell, and the histograms are normalized across 
groups of cells. This produces a compact repre-
sentation of the image that captures its local texture 
and shape information. 

 Gradient Magnitude =  √[(Gx)2+(Gy)2]                  (1) 

 Φ = tan-1(Gy / Gx)                                                  (2) 

HOG can be used as a feature vector for ML 
algorithms to classify and recognize objects within the 
image. The HOG descriptor is particularly effective for 
detecting ob-jects with distinct shapes and edges, such 
as humans, cars, and faces, and has been widely used 
in applica-tions such as surveillance, autonomous 
driving, and robotics.  

• LBP: is a popular method for texture analysis in com-
puter vision. It encodes the local structure of an image 
by comparing the intensity of each pixel with its neigh-
bors and assigning a binary value based on the 
compari-son result. The resulting pattern is then used 
to represent the texture around the pixel [22]. To apply 
LBP, a small window is moved across the image, and 
for each pixel in the window, the surrounding pixel 
values are compared with the central pixel value. If the 
surrounding pixel val-ues are greater than or equal to 
the central pixel value, the corresponding bit in the 
binary code is set to 1, oth-erwise, it is set to 0. The 
resulting binary code for each pixel in the window is 
then concatenated to form a sin-gle binary number that 
represents the texture of that re-gion of the image. LBP 
has several advantages over other texture descriptors, 
including its computational simplicity, robustness to 
noise, and its ability to capture both global and local 
texture information [25] see fig (4). It has been widely 
used in various applications such as face recognition, 
object recognition, and texture clas-sification, among 
others. 

• Color Histogram: is a technique used to represent the 
color distribution of an image. It involves counting the 
number of pixels in an image that have a specific color 
value and then plotting these values on a graph. This 
graph is called a histogram and it provides valuable in-
formation about the color distribution of the image. 
Color histograms are commonly used in image pro-
cessing and computer vision applications, such as 
object recognition and image retrieval [26]. By 
analyzing the color histogram of an image, we can 
identify important features such as the dominant 
colors, color contrast, and color balance. The color 
histogram technique is simple yet effective and has 

proven to be a useful tool in vari-ous image analysis 
tasks. 

• RGB: is a color model used in digital imaging and 
com-puter graphics. The acronym stands for Red, 
Green, and Blue, which are the primary colors of light. 
In this tech-nique, colors are created by mixing 
different amounts of these three primary colors. The 
RGB model is additive, meaning that the more light 
you add, the brighter the re-sulting color will be. Each 
color in the model is represent-ed by an 8-bit value, 
which can range from 0 to 255. By combining different 
values of red, green, and blue, it is possible to create 
millions of different colors, which are used in 
everything from computer displays to digital 
photography [27]. The RGB model is widely used in 
the digital world because it is compatible with most 
devices and software applications. 

• Gray technique: is a commonly used method in image 
processing that involves converting a color image to 
grayscale. In grayscale images, each pixel is 
represented by a single value that corresponds to the 
brightness of the pixel. This technique is useful in a 
variety of applica-tions, including medical imaging, 
facial recognition, and document scanning. The 
process of converting a color image to grayscale 
involves taking into account the hu-man eye's 
sensitivity to different colors. The human eye is most 
sensitive to green light, followed by red and blue. 
Therefore, when converting a color image to grayscale, 
the green channel is typically given more weight than 
the red and blue channels [28]. 

• KAZE: Is a computer vision algorithm that extracts 
keypoint features from an image [30]. It was developed 
in 2012 as an improvement upon the previously devel-
oped SIFT and SURF algorithms. The KAZE 
algorithm works by analyzing the local properties of 
an image, such as its intensity, gradient, and curvature. 
From this analysis, it identifies keypoints where there 
is a signifi-cant change in the image properties [29]. 
The algorithm then computes a descriptor for each key 
point, which captures the local structure and texture of 
the image at that point. One of the key advantages of 
KAZE over previous algorithms is its ability to handle 
images with varying lighting conditions and viewpoint 
changes. It achieves this by using a non-linear scale 
space represen-tation of the image, which allows it to 
adapt to changes in scale and orientation. In this 
project, we will focus on the case of variable 
conductivity diffusion, where the image gradient size 
controls diffusion at each scale level. local diffusion 

                                                                                                   

          (3)    

 

The result of feature extraction from that article can be 
seen in Fig (5).  
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Fig. 3. Calculate HOG 

 

Fig. 4. Local Binary Pattern technique 

Fig. 5. Result of feature extraction 

C. Mini-Max normalization  

Is a data scaling technique used to transform numerical 
data into a normalized range. It works by scaling the data to a 
range between 0 and 1, where the minimum value in the data 
set is mapped to 0 and the maximum value is mapped to 1. 
The formula for Mini-Max normalization is as follows: 

normalized_X = (X - min_X)/(max_X-min_X)        (4) 

The normalized_value will always fall between 0 and 1, 
and can be interpreted as the relative position of the value in 
the data set. For example, a normalized_value of 0.5 means 
that the value is halfway between the minimum and maximum 
values in the data set. 

Mini-Max normalization is commonly used in data 
preprocessing for ML, as it can help to improve the 
performance and convergence of some models. We will end 
up with smaller standard deviations, which can suppress the 
effect of outliers. 

D. Dimensionality Reduction  

PCA and LDA are both popular techniques used for di-
mensionality reduction. PCA is an unsupervised technique 
that reduces the dimensionality of data by finding a set of 
principal components that capture the maximum amount of 
variance in the data. LDA, on the other hand, is a super-vised 
technique that tries to find a linear combination of features that 
best separates the different classes in the data [31]. 

• Use PCA on HOG, Kaze, Gray, Color Histogram, 
RGB, and LBP: 

• PCA applies to any of these features to reduce their 
dimensionality [32].  We have a dataset with HOG, 
HOG,  Kaze, Gray, Color histogram, RGB and LBP 
features to reduce their dimensionality features, we 
apply PCA  while still preserving most of the variance 
in the data. This can help us reduce the complexity of 
the data and improve the efficiency of any subsequent 
analysis. See Fig (6). 

• Use LDA on HOG, Kaze, Gray, Color histogram, 
RGB, and LBP: 

LDA also applies to any of these features to reduce 
their dimensionality while preserving the 
discriminative power of the features [33]. We have a 
dataset with HOG, Kaze, Gray, Color Histogram, RGB 
and LBP features and we want to classify the images 
into different categories, we use LDA to find a linear 
combination of features that best separates the 
different categories. 

• LDA using PCA on HOG, Kaze, Gray, Color 
Histogram, RGB and LBP: 

Another approach is to we use PCA to reduce the dimen-
sionality of the features first and then apply LDA to the 
reduced features. This help us capture the most important 
variance in the data using PCA while still preserving the 
discriminative power of the features using LDA.  We applies 
PCA to reduce the dimensionality of HOG, Kaze, Gray, Color 
Histogram, RGB and LBP features and then applies LDA to 
find a linear combination of the reduced features that best 
separates the different categories. 

HOG LBP 

RGB GRAY 

Color 

Histogram 

KAZE 
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Fig. 6. PCA variance and component plot 

E. Methods and Results 

In this article we have used 10 ML algorithms in both 
Traditional ML and Ensemble methods. 

• Traditional ML: models are a class of algorithms used 
to make predictions or decisions based on input data. 
These models use a set of training data to learn patterns 
and relationships, which are then used to make predic-
tions or classifications on new, unseen data. The 
following traditional ML algorithms are used along 
with feature extraction and dimensionality reduction. 

• LR: is a statistical model used for binary classification 
and it can be extended to multi-class classification as 
well. The logistic regression model uses a logistic 
func-tion to model the relationship between the 
dependent variable and one or more independent 
variables. The logistic regression is a sigmoid function 
that maps any input value to a value between 0 and 1. 
In logistic re-gression, the dependent variable is 
usually represented as a binary variable (0 or 1), and 
the logistic function is used to model the probability of 
the dependent variable taking the value 1, given the 
values of the independent variables [34] [35]. The 
logistic regression model can be represented math-
ematically as: 

p(y=1|x) = 1/(1 + exp(-(b0 + b1x1 + b2x2 + .. + 

bnxn)))  (4) 

p(y=1|x) is the probability of the dependent 
variable (y) taking the value 1, given the values of the 
independent variables (x),exp() is the exponential 
function, b0, b1, b2, ..., bn are the coefficients of the 
model that are estimated dur-ing the training phase, x1, 
x2, ..., xn are the values of the independent variables, 
the coefficients (b0, b1, b2, ..., bn) are estimated using 
the maximum likelihood estimation method, which 
involves finding the values of the coeffi-cients that 
maximize the likelihood of observing the training data. 
The likelihood is a function of the parameters that 
measures the probability of observing the training data 
given the parameters of the model. In practice, LR 
models are usually regularized to pre-vent overfitting. 
The regularization term is added to the objective 
function that is being optimized during training, and it 

penalizes large values of the coefficients. Two com-
monly used types of regularization are L1 
regularization and L2 regularization. 

• SVM: is commonly used for classification and regres-
sion problems. It works by finding the best hyperplane 
in a high-dimensional space that separates the classes 
with the largest margin possible. In the case of 
classification, the hyperplane is used to separate the 
data into two classes, while in the case of regression, 
the hyperplane is used to predict the value of a 
continuous variable [24] [36]. Hyperplane is defined 
by the equation: 

w^T x + b = 0                                             (5) 

In practice, the SVM algorithm is used to classify a da-
taset. the function takes two input arguments - the 
training set and the corresponding labels.  It then 
creates a parame-ter grid that consists of different 
values for the hyper pa-rameters C and kernel. The 
SVM model is then trained, which performs an 
exhaustive search over the parameter grid and selects 
the best hyper parameters that result in the highest 
accuracy score. 

• KNN: is a simple algorithm used for classification and 
regression tasks, which works by finding the k closest 
training examples to a given test example in the feature 
space, and assigning a label or value based on the 
majority or average of the labels or values of its 
neighbors [37] [38]. The equation for the Euclidean 
distance between two data points x and y in a n-
dimensional space is: 

d(x,y) = sqrt( (x1-y1)^2 + (x2-y2)^2 + ... + (xn-yn)^2 )   (6) 

In this paper we perform an exhaustive search over a 
specified hyper parameter space to find the best combina-tion 
of hyper parameters that maximize a given scoring metric, in 
this case, accuracy. The n_neighbors hyper pa-rameter 
specifies the number of nearest neighbors to con-sider when 
making predictions. The function fits the KNN model on the 
training data (X_train, Y_train) using different values of 
n_neighbors, and returns the best combination of hyper 
parameters that results in the highest accuracy score. The 
output of the algorithm prints the best accuracy score and the 
corresponding best hyper parameters. 

• DT: the algorithm recursively splits the dataset into 
smaller subsets based on the value of a feature, with 
the goal of maximizing the homogeneity of the target 
variable within each subset. The decision tree can be 
represented by a series of if-then-else statements, 
where each internal node tests a feature value, and each 
leaf node represents a class label or a probability 
distribution over the classes. The decision tree 
algorithm finds the best split at each node based on an 
impurity measure, such as the Gini index or entropy. 
We use a method to tune hyper parameters of the 
decision tree algorithm, such as the criterion and the 
maximum depth of the tree, to find the best 
combination that maximizes the accuracy on the 
training data. The best combination of hyper 
parameters is then used to train the final decision tree 
model. 
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• Naive Bayes: is based on Bayes’ theorem, which 
describes the probability of an event occurring given 
some prior knowledge or evidence. The equation for 
Naive Bayes is: 

P(y | x1, x2, ..., xn) = (P(x1 | y) * P(x2 | y) * ... * P(xn 
| y) * P(y)) / P(x1, x2, ..., xn)                                  (7) 

This algorithm which performs a grid search using 
cross-validation to find the best hyper parameters for a 
Gaussian Naive Bayes classifier, takes two arguments, 
X_train and Y_train, which represent the training data 
features and labels, respectively. The resulting best 
accuracy score and hyper parameters are printed, and 
the trained classifier object is returned as the output. 
Ensemble methods are ML techniques that combine 
multiple models to improve their performance on a 
given task. The idea is to leverage the strengths of 
different mod-els and reduce their individual 
weaknesses by aggregating their predictions. 

• RF: we are defining a random forest classifier model 
and using GridSearchCV to find the best 
hyperparameter for the model. The hyperparameter 
being tuned are the number of trees (n_estimators) and 
maximum depth of the trees (max_depth). 
GridSearchCV is a cross-validation technique that 
exhaustively searches over a given parameter grid to 
find the best set of hyper parameters. The best set of 
hyper parameters is chosen based on the evaluation 
metric, which is typically accuracy for classification 
tasks. The random forest classifier is an ensemble 
learning method that combines multiple decision trees 
to make predictions. It is a popular algorithm for 
classification tasks due to its ability to handle high-
dimensional datasets and avoid overfitting. 

• Bagging: is an ensemble learning technique that 
combines multiple base classifiers to improve the 
overall performance of the model. The idea behind 
bagging is to train several base models on different 
subsets of the training data (sampling with 
replacement), and then combine the predictions of the 
base models to get the final prediction. This helps to 
reduce overfitting and improve the generalization 
performance of the model. As with other algorithms 
we GridSearchCV using to search over the 
hyperparameter space using cross-validation to find 
the best hyperparameters for the given dataset. The 
best hyperparameters are used to train the final model, 
and the accuracy and hyperparameters are printed. 

• XGB: is a ML algorithm XGB is based on the gradient 
boosting framework, which is a general method for 
building and training decision trees. Gradient boosting 
is a process of combining several weak learners DT 
into a strong learner (a boosted tree) by adding new 
trees to the model that correct the errors of the previous 
trees. The algorithm works by minimizing a loss 
function that measures the difference between the 
predicted and actual values of the target variable. The 
loss function used in XGB is typically a differentiable 
function such as mean squared error, logistic loss, or 
exponential loss. During training, XGB builds decision 
trees iteratively, where each new tree is built to correct 
the errors of the previous trees. The algorithm selects 
the best split points in each node of the tree using a 

technique called gradient descent, which involves 
calculating the gradient of the loss function with 
respect to the model parameters and updating the 
parameters in the direction that minimizes the loss. 
Overall, XGB is a complex algorithm that involves 
many mathematical concepts and techniques, 
including decision trees, gradient descent, and 
optimization. 

• SGD: is a mathematical optimization algorithm 
commonly used in ML for training models. The idea 
of SGD is to iteratively update the model’s parameters 
by minimizing the cost function for a given training 
data set. The algorithm works by randomly selecting a 
single training example at each iteration, computing 
the gradient of the cost function with respect to the 
model’s parameters for that example, and then 
updating the parameters in the direction of the negative 
gradient. The learning rate determines the step size of 
each update. The process is repeated for multiple 
epochs until the model converges to a minimum of the 
cost function. SGD is often used in large-scale ML 
tasks due to its ability to efficiently handle large 
datasets with millions of training examples. 

• Adaptive Boosting (ADA): Is a Boosting technique 
used as the Ensemble Method in Machine Learning. 
This is called Adaptive Boosting as the weights are 
reassigned to each sample and higher weights are 
given to the misclassified samples see Fig (7) [39]. 
AdaBoost has several advantages over other ML 
algorithms. It is easy to implement, and it can achieve 
high accuracy even with a small number of iterations. 
Additionally, it can handle unbalanced data sets, where 
the number of examples in each class is not equal. 
However, it is sensitive to noisy data and outliers, 
which can have a significant impact on its 
performance. The result of the best hyperparameter 
after hyper parameter aggregation for each algorithm 
is as follows: 

TABLE I.  HYPERPARAMETER OPTIMIZATION WITH PCA TECHNIQUE 

Model Optimal Hyperparamiter 

SGD ‘alpha’: 0.0001 

LR 
‘C’:1.0, ‘multi_class’: ‘multinomial, ‘penalty’: ‘l2’, 
‘solver’: ‘newton-cg’ 

RF ‘max_depth’:8,  ‘n_estimators’:500 

Naïve Bayes ‘var_smoothing’: 3.5111917 

ADA Learning_rate: 0.1 , ‘n_estimators’:500 

Bagging ‘n_estimators’:40 

KNN ‘n_nephbors’:5 

XGB ‘eta’: 0.3, ‘max_depth’: 6 

DT  criterion = ’entropy’, max-depth = 15 

SVM  C=10 and kernel=’rbf’ 
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TABLE II.  HYPERPARAMETER OPTIMIZATION WITH LDA TECHNIQUE 

Model Optimal Hyperparamiter 

SGD ‘alpha’: 0.0001 

LR 
‘C’:0.01, ‘multi_class’: ‘multinomial, ‘penalty’: 

‘l2’, ‘solver’: ‘newton-cg’ 

RF max_depth’:5,  ‘n_estimators’:500 

Naive Bayes ‘var_smoothing’: 0.012328 

ADA Learning_rate: 0.1 , ‘n_estimators’:100 

Bagging ‘n_estimators’:40 

KNN ‘n_nephbors’:5 

XGB 'eta': 0.5, 'max_depth': 6 

DT  criterion = ’entropy’, max-depth = 15 

SVM  C=0.1 and kernel=’rbf’ 

TABLE III.  HYPERPARAMETER OPTIMIZATION WITH LDA ON PCA 

Model Optimal Hyperparamiter 

SGD ‘alpha’: 0.0001 

LR 
‘C’:0.046415, ‘multi_class’: ‘multinomial, 
‘penalty’: ‘l2’, ‘solver’: ‘newton-cg’ 

RF max_depth’:8,  ‘n_estimators’:500 

Naive Bayes ‘var_smoothing’: 0.001 

ADA Learning_rate: 0.1 , ‘n_estimators’:100 

Bagging n_estimators’:40 

KNN ‘n_nephbors’:5 

XGB 'eta': 0.3, 'max_depth': 6 

DT  criterion = ’entropy’, max-depth = 15 

SVM  C=10 and kernel=’rbf’ 

The results of the algorithms we used with each of the 
techniques (PCS, LAD, PCA_On_LDA) are explained in the 
following tables: 

TABLE IV.  DIMENSIONAL REDUCTION: PCA 

Model Precision Recall F1 Acc 

SGD 0.9552 0.9077 0.9189 0.9500 

LR 0.9754 0.9650 0.9692 0.9839 

RF 0.9506 0.9015 0.9062 0.9474 

Naive Bayes 0.9404 0.9309 0.9344 0.9383 

ADA 0.5025 0.3886 0.3393 0.3649 

Bagging 0.9307 0.9090 0.9165 0.9374 

KNN 0.9217 0.9137 0.9120 0.9761 

XGB 0.9932 0.9843 0.9882 0.9947 

DT 0.8184 0.8070 0.8107 0.8162 

SVM 0.9803 0.9730 0.9762 0.9930 

TABLE V.  DIMENSIONAL REDUCTION: LDA 

Model Precision Recall F1 Acc 

SGD 0.9878 0.9220 0.9282 0.9856 

LR 0.9905 0.9338 0.9357 0.9913 

Random Forest 0.9241 0.9264 0.9252 0.9900 

Naive Bayes 0.9894 0.9386 0.9432 0.9913 

ADA 0.9085 0.8194 0.8332 0.8774 

Bagging 0.8218 0.7871 0.7955 0.8692 

KNN 0.9894 0.9378 9429 0.9913 

XGB 0.8210 0.8243 0.8184 0.8887 

DT  0.8210 0.8296 0.8184 0.8887 

SVM  0.9883 0.9426 0.9494 0.9913 

TABLE VI.  DIMENSIONAL REDUCTION: LDA ON PCA 

Model Precision Recall F1 Acc 

SGD 0.9629 0.9471 0.9539 0.9643 

LR 0.9672 0.9587 0.9624 0.9661 

RF 0.9582 0.9313 0.9395 0.9574 

Naive Bayes 0.9718 0.9715 0.9715 0.9695 

ADA 0.8128 0.7429 0.7547 0.8440 

Bagging 0.9633 0.9421 0.9495 0.9604 

KNN 0.9704 0.9615 0.9653 0.9691 

XGB 0.9709 0.9657 0.9681 0.9674 

DT  0.9704 0.9615 0.9653 0.9691 

SVM  0.9741 0.9743 0.9742 0.9717 

F. Vesualazaition  

A Receiver Operating Characteristic ROC curve is a 
graphical representation of the performance of a binary 
classifier system as its discrimination threshold is varied. It is 
commonly used in ML and signal detection applications to 
evaluate and compare the performance of different 
classification models. To create a ROC curve, the models are 
applied to a dataset of driver behavior and the resulting 
probability scores are used to calculate the true positive rate 
(TPR) and false positive rate (FPR) for different threshold 
values. The ROC curve is a plot of TPR vs. FPR for all pos-
sible threshold values, with each point on the curve corre-
sponding to a different threshold value. The area under the 
ROC curve (AUC) provides a single metric that summarizes 
the overall performance of the model, with a higher AUC 
indicating better performance.   

 

                                                                                  (8) 

                                                                             (9) 

 

Are used to For deciding the components of PCA , LDA 
and PCA on LDA, variance-components graphs are used see 
Fig (7 , 8 , 9). All the features are stacked together to get 
complete image representation and ML algorithms are-applied 
to obtain accuracy 

G. Combining test 

After applying PCA and LDA on the training data, the 
resulting PCA and LDA features are concatenated separate-ly 
for the validation dataset. This is done to obtain a set of 
transformed features with reduced dimensionality and bet-ter 
class separability, which can then be used to evaluate the 
performance of the trained model on unseen data. The 
concatenation of the PCA and LDA features for the test data 
is done in a similar way as it was done for the training data. 
Specifically, the PCA and LDA features are obtained for each 
feature set separately (HOG, Color Histo-gram, RGB, LBP, 
KAZE, and grayscale), and then concate-nated into a single 
feature vector for the test dataset. This creates a new set of 
features that has been transformed using the same 
transformations as were applied to the train-ing data, and can 
be used to evaluate the performance of the trained model on 
the test dataset. 
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Fig. 7. Visualization for PCA 

Fig. 8. Visualization for LDA 

Fig. 9. Visualization for PCA on LDA 

TABLE VII.  COMBINING TEST: PCA 

Model Precision Recall F1 Acc 

SGD 0.9325 0.8839 0.8910 0.9386 

LR 0.9782 0.9597 0.9672 0.9812 

Random Forest 0.9250 0.8800 0.8869 0.9205 

Naiv Bayes 0.8755 0.8601 0.8652 0.8743 

ADA 0.4404 0.3827 0.3028 0.3378 

Bagging 0.9587 0.9316 0.9402 0.9655 

KNN 0.9705 0.9225 0.9255 0.9784 

XGBoost 0.8136 0.8149 0.8136 0.8439 

DT  0.8305 0.8225 0.8253 0.8461 

SVM  0.9932 0.9762 0.9835 0.9947 

 

Fig. 10. PCA:  Testing ADA Model  

 

Fig. 11. PCA:  Testing Bagging Model 

Fig. 12. PCA:  Testing DT Model  
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Fig. 13. PCA:  Testing KNN Model  

Fig. 14. PCA:  Testing Regrion Model   

Fig. 15. PCA:  Testing Naive Bayes Model   

Fig. 16. PCA:  Testing Random Forest Model   

Fig. 17. PCA:  Testing SGD Model   

Fig. 18. PCA:  Testing SVM Model   

Fig. 19. PCA:  Testing XGB Model  

TABLE VIII.  COMBINING TEST: LDA 

Model Precision Recall F1 Acc 

SGD 0.9813 0.9228 0.9308 0.9796 

LR 0.9904 0.9461 0.9558 0.9911 

RF 0.9829 0.9238 0.9303 0.9829 

Naive Bayes 0.8769 0.8405 0.8487 0.8922 

ADA 0.9040 0.8084 0.8258 0.8668 

Bagging 0.8395 0.7926 0.8032 0.8635 

KNN 0.9898 0.9516 0.9618 0.9913 

XGB 0.8738 0.8279 0.8309 0.8783 

DT  0.9063 0.8482 0.8515 0.8972 

SVM  0.9745 0.9530 0.9802 0.9911 
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Fig. 20. LDA:  Testing ADA Model  

Fig. 21. LDA:  Testing SGD Model  

Fig. 22. LDA:  Testing Bagging Model  

Fig. 23. LDA:  Testing KNN Model  

Fig. 24. LDA:  Testing Logistic Regration Model  

Fig. 25. LDA:  Testing Naive Bayes Model   

Fig. 26. LDA:  Testing Random Forest Model   

Fig. 27. LDA:  Testing SVM Model   
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Fig. 28. LDA:  Testing DT Model   

Fig. 29. LDA:  Testing XGB Model   

TABLE IX.  COMBINING TEST: LDA ON PCA 

Model Precision Recall F1 Acc 

SGD 0.9541 0.9338 0.9420 0.9529 

LR 0.9607 0.9532 0.9567 0.9589 

RF 0.9468 0.9251 0.9330 0.9428 

Naive Bayes 0.9507 0.9566 0.9534 0.9577 

ADA 0.8598 0.7849 0.7859 0.8625 

Bagging 0.9491 0.9304 0.9374 0.9483 

KNN 0.9717 0.9645 0.9677 0.9716 

XGB 0.9632 0.9562 0.9594 0.9640 

DT  0.9197 0.9222 0.9207 0.9249 

SVM  0.9690 0.9672 0.9680 0.9669 

 

Fig. 30. LDA On PCA:  Testing ADA Model   

Fig. 31. LDA On PCA:  Testing Bagging Model   

Fig. 32. LDA On PCA:  Testing DT Model   

 

Fig. 33. LDA On PCA:  Testing KNN Model   

Fig. 34. LDA On PCA:  Testing Logistic Regression Model 
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Fig. 35. LDA On PCA:  Testing Naive Bayes Model    

Fig. 36. LDA On PCA:  Testing RF Model 

Fig. 37. LDA On PCA:  Testing SGD Model    

Fig. 38. LDA On PCA:  Testing SVM Model    

 

Fig. 39. LDA On PCA:  Testing XGB Model    

IV. CONCLUSION AND FUTURE WORKS 

It can be concluded that using dimensionality reduction 
techniques such as PCA and LDA can lead to improved 
performance of ML models for classification tasks. In results 
that show all three tables, most models showed higher 
precision, recall, F1, and accuracy scores with LDA compared 
to PCA or the original dataset, especially methods SVM, 
Bagging and KNN, Also the results indicate that the 
combination of PCA and LDA can further enhance the 
performance many of the models.  

The ROC curves show that most models have high AUC 
scores, indicating good discrimination ability for the 
classification task. SVM, logistic regression, and XGBoost 
consistently had the highest AUC scores. 

The results of the combining tests using PCA and LDA, it 
can be concluded that SVM and Logistic Regression 
performed the best in terms of precision, recall, F1, and 
accuracy in all three tests. On the other hand, ADA the worst 
in all tests.  

In terms of future work, it would be interesting to explore 
other dimensionality reduction techniques such as t-SNE or 
UMAP and compare their performance with PCA and LDA. 
Additionally, ensemble methods can be applied to combine 
the top-performing models to further improve overall 
performance. Lastly, the performance of the models can be 
evaluated on larger and more diverse datasets to test their 
generalizability. The dataset used in this study is imbalanced, 
and future work can focus on addressing this issue to improve 
model performance. 
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Abstract— There are different humans in our life. With the 

different languages and cultures of the human, the involuntary 

methods of facial and body expression remain the most realistic 

and honest ways. In this study, we will interpret people's 

emotions through facial expression. A system for detecting 

human emotions through facial expressions is proposed, in 

which we first extract facial features using deep learning 

methods, (VGG16 and MobileNet v1 of CNN models) and then 

train an SVM algorithm for emotion classification. The results 

showed that the properties extracted and classified by SVM are 

superior to the SoftMax classification method in the algorithms 

(VGG16, MobileNet v1) are used. We see an increase in 

accuracy of VGG16+SVM equal 3.07 compared to using the 

Softmax in VGG16. And the resulting accuracy increases by 

MobileNet+SVM equal 2.737 compared to MobileNet+Softmax. 

The second part we propose to model a hybrid neural network 

from each VGG with MobileNet to extract the features and then 

classification by SVM algorithm. 

Keywords— SVM, CNN, facial expressions, deeplearning, 

machine learning, classification, convolutional neural network, 

VGG16, MobileNet  

I. INTRODUCTION 

Emotions are mainly reflected in the movements of the 
voice, hand, body and facial expressions. People can 
communicate their intentions and emotions through some 
non-verbal means, such as facial expressions, writing, speech, 
and other involuntary means of language. 

When we feel fear, our face expresses it through 
involuntary movements and small muscle movements that 
spread all over the face. Fear can be noticed despite efforts to 
hide it. It expresses non-verbal ways, which largely respond 
to the unconscious aspects of our personality; the same thing 
happens with other emotions and feelings: happiness, anger, 
sadness, and so on. 

Facial expressions may be the most useful non-verbal way 
for people to communicate with each other. Using emotion 
recognition by recognizing facial expressions and detecting 
emotions is one such method. Therefore, scientists have tried 
to develop ways to identify feelings through facial 
expressions. However, recognizing facial expressions is a 
very difficult task. You can face problems such as lighting, 
noise, and masking some parts of the face. To achieve this 
goal, computer vision and machine learning technologies must 
be developed. In this study, seven classifications of emotions 
according to the human face (normal, sad, anger, disgust, fear, 
happy, surprise)[16]. 

The research paper is divided into two parts: 

The first part: discussing the traditional methods of 
classification by extracting the features of the image using 
VGG and MobileNet and using the SVM classification 
algorithm. 

The second part we propose to model a hybrid neural 
network from each VGG with MobileNet to extract the 
features and then classification by SVM algorithm. 

The results of the experiments on KDEF dataset showed 
the superiority of the proposed hybrid Model over the 
traditional model. Where we get test accuracy =94.217 

In the VGG16, we get accuracy =%86.7 on the test dataset, 
And   in the MobileNet v1, we get accuracy =%90.8. In the 
VGG16, we get accuracy =%86.7 on the test dataset, And   in 
the MobileNet v1, we get accuracy =%90.8. Where in the 
VGG16+SVM, we get accuracy =% 89.79 on the test dataset, 
And in the MobileNet v1+SVM, we get accuracy =% 93.537. 

II. RELATED WORK 

In last years, various methods been used to analyze and 
identify feelings through the expressions that appear on the 
face. These processes are concentrated, in pre-processing in 
order to prepare images, and then comes a processing stage to 
extracting features, and the final stage after extract the features 
the training stage of the different classification algorithms. 
Chen et al. (2014), Machine learning methods for extraction 
features using HOG (Histogram Oriented Gradient). Where 
the face (for the front side of the face) has been processed 
using SVM for classification. Shabat (2017), in this study, 
emotional analysis and features extraction using LBP & LDB, 
with using SVM & K-NN to classification. 

Dachapally  (2017), in the study there have an eight layer 
convolutional neural network. In addition, facial expressions 
are also used in the field of education. Use of automatic 
emotion recognition; It has great potential in various smart 
systems (e-health, learning, recommendation for tourism, 
smart city, smart talk, etc.) such as digital advertising, online 
games, customer feedback evaluation, health services. Ruiz-
Garcia et al. (2016), Deep learning has shown real promise in 
classification efficiency for emotion recognition problems. 

Ayvaz et al. (2017), Where they proposed in the studies, 
using Viola-Jones method to Face Detection, for detecting 
facial landmarks and after then  attribute extraction for 
creating rules for instantaneous detection Of emotional 
expressions and creating training dataset with SVM 
classification to create Statically Classification Of Emotional 
Expressions. Akar et al. (2022), in the study conducted with a 
new model developed based on VGGNet which is one type 
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the CNN models. Hamid et al. (2022). Use suggested 
histogram calculation to description features. The proposed 
CNN was trained for the teachable matrix using Chi-squared. 
Dandıl et al. (2019), in their study   proposed an emotion 
recognition system based on facial expressions from real-time 
video frames with the classical convolutional neural network 
AlexNet.  

III. MATERIALS 

In the study, we used the KDEF dataset which is available 
in open sources [16][17]. It consists of 2938 JPEG images 
divided into 7 categories that express the basic feelings (happy    
, surprise, fear, happy, neutral, angry, sad and disgust). For 
each group consisting of 140 people, they were taken 3 photos 
of the same facial expression from three different sides (front, 
half of the right side, half of the left side) [17]. All images are 
taken by adjusting keep the eyes and mouth in the horizontal 
position, and the three images are taken at the same time. See 
Figure 1. It shows the front view of the face, the right half side 
of the face and the left half side of the face. The dataset is 
divided into training dataset equal to 2644 and test dataset 
equal to 294. 

 (a) 

 (b) 

 (c) 

 (d) 

 (e) 

 (f) 

 (g) 

Fig. 1. Examples of face emotion in KDEF dataset (Fear(a), Angry(b), 

Disgust(c), Happy(d), Neutral(e), Sad(f), and Surprise(g)) 

IV. THE METHODS AND PROPOSED METHODS 

The research paper is divided into two parts: 

In this first part, this consists of two stages: first stage is 
Data Processing, and the second stage is Classification. The 
first stages: is to extract features from the dataset (images) by 
using one of the convolution neural network algorithms based 
on deep learning [2]. The first strategy: is to extract features 
from the dataset (images) by using one of the Convolution 
Neural Network algorithms based on deep learning. This first 
strategy has two parts [6]. The first is to train the CNN 
algorithm (VGG16 & MobileNet v1) on the training dataset to 
get trained weights. Second, using these weights trained with 
the CNN algorithm to extract features from the images. The 
second stage, after obtaining the features, it is classified them 
using the Support vector machines (SVM) algorithm for 

classification. In this second part [4–4], features are extracted 
by hybrid VGG&MobileNet and classified by SVM. 

A. VGG16  

The VGG16 algorithm 2015[3] is one of the low 
complexity convolutional neural network (CNN) algorithms. 
VGG16 features that all convolution layers consist of the same 
filter size (3x3) with a step of 1 (stride =1) and used same 
padding for all layers. Deepen and increase the number of 
layers with fewer parameters. And also using Maxpooling 
consisting of (2x2) and stride= 2 in all max pooling layers. The 
input layer of the image 224x224 with three channels (RGB 
image). Scheme of VGG16 as in Table 1.It consists of 13 
convolution layers (Conv2d), 5 Maxpooling layers, 1 
flattening layer, 2 Fully Connected (Dense) layers and last 
classification layer with activation function is softmax 
classification output layer. In this study, as previously 
described, using CNN algorithms and it one of deep learning 
to extract features from images [8]. This is why it doesn’t need 
a Softmax classification layer at the feature extraction stage. 
It is used only once in algorithm training stage on the weights. 
So there is a one-time training process to obtain trained 
weights (which as fixed) for later use in the process of 
extracting features from the image. It gets 4096 features of the 
image after processing on the VGG16. 

B. MobileNet 

MobileNet [4] is uses depthwise convolution layers and 
Pointwise convolution to produce a deep and lightweight 
neural network is knows Depthwise Separable Convolution. 
The depthwise convolution significantly reduces the number 
of parameters compared other models with same depth of 
layers. In Table 2 the MobileNetv1 architecture that it adopted 
in this study. Where the input size of the image is 224 x 224, 
in the first layer is use Conv2D, stride =2 and filter shape (3 x 
3 x 32). After each layer of Depthwise Convolution will come 
Conv2D layer with filter shape (1 x 1 x filter num.) and the 
stride value is 1, called Pointwise Convolution. In depthwise 
Convolution layer, stride=1 or stride=2, respectively. 

After 26 Depthwise and Pointwise Convolutional layers, 
the get 7 x 7 x 1024 and the processed by an Average Pooling 
layer of size 7 x 7, the result 1 x 1 x 1024. This feature is ready 
for Fully Connected layer classification with Softmax. In the 
study, there have 7 classification categories were used. 

 

Fig. 2. The right standard convolutional layer (conv2D) with batch 

normalization (BN) and Activation -ReLU, Either the left Depthwise 
separable convolution with depthwise conv. , batch normalization, pointwise 

layers and activation - ReLU. 
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TABLE I.  VGG16 ARCHITECTURE. 

TABLE II.  MOBILENET ARCHITECTURE. 

Input Size Type  Stride  Filter Shape 

224 x 224 x 3 Conv. S 2 3x3x3x32 

112 x 112 x 32 Conv. d w S 1 3x3x32 

112 x 112 x 32 Conv.  S 1 1x1x32x64 

112 x 112 x 32 Conv. d w S 2 3x3x64 

56 x 56 x 64 Conv.  S 1 1x1x64x128 

56 x 56 x 128 Conv. d w S 1 3x3x128 

56 x 56 x 128 Conv.  S 1 1x1x128x128 

56 x 56 x 128 Conv. d w S 2 3x3x128 

28 x 28 x 128 Conv.  S 1 1x1x256x128 

28 x 28 x 256 Conv. d w S 1 3x3x256 

28 x 28 x 256 Conv. S 1 1x1x256 

28 x 28 x 256 Conv. d w S 2 3x3x256 

14 x 14 x 256 Conv. S 1 1x1x256x512 

14 x 14 x 512 

14 x 14 x 512 

5 x Conv. d w 

5 x Conv.  

S 1 

S 1 

3x3x512 

1x1x512x512 

14 x 14 x 512 Conv. d w S 2 3x3x512 

7 x 7 x 512 Conv. S 1 1x1x512x1024 

7 x 7 x 1024 Conv. d w S 2 3x3x1024 

7 x 7 x 1024 Conv. S 1 1x1x1024 

7 x 7 x 1024 Avg. Pool S 1 7x7 

1 x 1 x 1024 Softmax Classifier 

Output classifier 7 Category 

 

Fig. 3. Emotion Detection with CNN methods and SVM Classifiers 

structure 

C. SVM classifier 

The SVM classifier is one of Supervised Machine 
Learning algorithms for classification [1]. The main idea of 
SVM is to find the best line or decision boundary that 
separates classes, called a hyperplane. The SVM maximize the 
value of the margin, which is the distance between the supper 
vector and hyperplane. SVM's use of kernel functions, which 
gave it the ability to apply to various data structures, also gave 

it strength in terms of classification accuracy. In this study, the 
advantages of SVM are used to classify our proposed system. 
In Figure 3 the proposed system structure. 

D. The Proposed Method 

The proposed hybrid model is based on the integration of 
VGG and MobileNet to extract the features, and then classify 
them with SVA algorithm. The proposed architecture is based 
on 13 layers, in addition to the two FC layers of VGG. In 
parallel, a MobileNet operates using 10 convolutional layers 
and 9 deepwise convolutional layers. To produce 1024 
features from each currency group (VGG, MobileNet). See the 
Figure 4. We perform a process of merging the features for the 
dataset, we divide the dataset into a training set and a test set, 
so that we can train the SVM algorithm for classification. 

V. EXPERIMENTAL RESULTS 

As mentioned in the previous chapter, in the first, the 
algorithm must be trained at the beginning only once on the 
dataset (images) that we have to form the trained weights that 
we will rely on in the process of extracting features from the 
image later. During the training stage, the goal is to reduce the 
error rate to a minimum and to ensure that the model (CNN to 
extracting features) works well on the new data (new image). 
In the VGG16 model, training the epoch set at 50, loss 
function is optimizers is {SGD(lr=0.001)} and 
(sparse_categorical_crossentropy). In the training stage of 
VGG16, we get accuracy =%86.7 on the test dataset. Also we 
get an error rate for the test dataset loss=0.44. See the Figure 
5. 

Fig. 4. Emotion Detection with hybrid CNN methods and SVM Classifiers 

structure  

 

 Input   224 x 224 x 3 

224 x 224 64 Conv1 + Relu 224 x 224 x 64 

 64 Conv2 + Relu 224 x 224 x 64 

Max-pooling 1 112 x 112 x 64 
112 x 112 128 Conv3 + Relu 112 x 112 x 128 

 128 Conv4 + Relu 112 x 112 x 128 

Max-pooling 2 56 x 56 x 128 
56 x 56 256 Conv5 + Relu 56 x 56 x 256 

 256 Conv6 + Relu 56 x 56 x 256 

256 Conv7 + Relu 56 x 56 x 256 

Max-pooling 3 28 x 28 x 256 
28 x 28 512 Conv8 + Relu 28 x 28 x 512 

 512 Conv9 + Relu 28 x 28 x 512 

512 Conv10 + Relu 28 x 28 x 512 

Max-pooling 4 14 x 14 x 512 
14 x 14 512 Conv11 + Relu 14 x 14 x 512 

 512 Conv12 + Relu 14 x 14 x 512 

512 Conv13 + Relu 14 x 14 x 512 

Max-pooling 5 7 x 7 
7 x 7 Flatten 1 x 25088 

 Fully Connected (FC) 4096 

Fully Connected (FC) 4096 
4096 FC+ Softmax 7 

 output 7 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. (a) VGG16 Accuracy, ( b ) VGG16 Loss, ( d ) VGG16 Confusion 

Matrix , ( C ) VGG16 Classification Report {0:"angry", 1:"disgust", 2:"fear", 

3:"happy", 4:"neutral", 5:"sad", 6:"surprise"} 

After the training process was completed on VGG16, the 
weights were trained for the model. Extract the features from 
the image in a dataset. This is after deleting the last layer of 
the model containing the FC Softmax layer. Thus, we get the 
features of the images according to the previously trained 
weights. The size of the extracted features is 4096. Now 
training the SVM algorithm using these features and testing 
them, and get accuracy = % 89.79. See the Figure 6. Now the 
MibileNetv1 model, training the epoch set at 50, loss function 
is (sparse_categorical_crossentropy) and optimizers is 
{Adam(lr=0.001)}. In the training stage of MobileNet v1, we 
get accuracy =%90.8 on the test dataset. Also we get an error 
rate for the test dataset loss=0.3902. See the Figure 7. After 
the training process for MobileNet v1 is complete, and it 
obtained trained weights for the model. Extract the features 
from the image in a dataset. This is after deleting the last layer 
of the model containing the FC Softmax layer. Thus, get the 
features of the images according to the previously trained 
weights. The size of the extracted features is 1024. Now 
training the SVM algorithm using these features and testing 
them, and get accuracy = % 93.537. See the Figure 8. 

VI. THE PROPOSED METHOD RESULTS 

After the training process for the proposed method is 
complete, and it obtained trained weights for the model. 
Extract the features from the image in a dataset. Thus, get the 
features of the images according to the previously trained 
weights. The size of the extracted features is 1024. Now 
training the SVM algorithm using these features and testing 
them, and get accuracy = % 94.217. See the Figure 9. 

VII. CONCLUSIONS AND FUTURE WORKS 

Through the result obtained, when using features 
extraction by deep learning for CNN VGG16 and CNN 
MobileNet v1, and using the SVM classifier instead of the last 
layer of Softmax classification in CNN model. We see an 
increase in accuracy of SVM equal 3.07 compared to using the 
Softmax in VGG16. And the resulting accuracy increases by 
MobileNet+SVM equal 2.737 compared to 
MobileNet+Softmax. See the Table 3 and Figure 10. When 
calculating the MobileNet+Softmax time it equal 0.609292, 
while the MobileNet+SVM time is 0.55083. And when 
calculating the VGG16+Softmax time it equal 1.430296, 
while the MobileNet+SVM time is 3.213790. In the Figure 9 
we see the ROC curve for all classes (angry, disgust, fear, 
happy, neutral, sad and surprise). This experience can be 
benefited from and developed in the future by applying it in 
real time. When given new data, we only need to extract the 
features with pre-trained weights, and need to train the SVM 
algorithm on the new data for future classification. 

When using the proposed method, it save the training time 
for the CNN algorithms when are given the new dataset for to 
training. Because we have previously prepared the weights 
and will use to extract facial expressions from the images. 
Where VGG16 and MobileNet v1algorithm to training is takes 
a long time if we want to train on new dataset images. Where 
when using  the proposed method, we train the VGG16 and 
MobileNet methods on the weights, save them, and use them 
to extract the features from the image, then train the SVM 
classification algorithm on the Features extracted from the 
image, the new data, which makes it faster in training and 
prediction. That is why we recommend that you develop and 
test methods on other CNN methods and apply them in real 
time. 
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(a) 

 

 
(b) 

Fig. 6.  ( a ) VGG16 & SVM Classification Report{ 0:"angry", 1:"disgust", 

2:"fear", 3:"happy", 4:"neutral", 5:"sad", 6:"surprise"}. ( b ) VGG16 & SVM 

Confusion Matrix 

 
(a) 

 
(b) 

 

(c) 

 

(d) 

Fig. 7.  (a) MobileNet v1 Accuracy. (b) MobileNet v1 Loss, (c) MobileNet 

v1 Classification Report {0:"angry", 1:"disgust", 2:"fear", 3:"happy", 

4:"neutral", 5:"sad", 6:"surprise"} (d) MobileNet v1 Confusion Matrix. 

 
(a) 
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(b) 

Fig. 8.  (a) MobileNet v1 Classification Report, (b) MobileNet v1 

Confusion Matrix 

 

Fig. 9. Hybrid CNN Methods and SVM Classifiers Report 

TABLE III.  ACCURACY VGG16, MOBILENET V1, VGG16+SVM 

MOBILENET+SVM AND HYBRID CNN METHODS 

Model Softmax 

classifier % 

SVM classifier 

% 

VGG16 86.7 89.79 

MobileNet v1 90.8 93.537 

Hybrid CNN Methods 94.217 

 

 

Fig. 10. Histogram Accuracy VGG16, MobileNet v1, VGG16+Svm and 

MobileNet+SVM 

 

(a) 

 
(b) 

Fig. 11. The ROC curve for all classes (angry, disgust, fear, happy, neutral, 

sad and surprise). 
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Abstract— Early prediction and diagnosis of CVD are 

crucial for the effective management and prevention of 

advanced cases. In this study, a diagnosis system using 

supervised machine learning is proposed to predict CVD. The 

system employs multiple ML classifiers, including RF, DT, 

SVM, LR, and MLP, for predicting atherosclerosis. The UCI 

repository Sani Z-Alizadeh dataset was used for this research. 

The imbalanced nature of the dataset, which refers to the 

number of instances belonging to one class being significantly 

greater than the number of instances belonging to another class, 

was addressed using the Synthetic Minority Oversampling 

Technique (SMOTE) for data resampling. Ten-fold cross-

validation procedures were used to split the dataset. The 

performance of the five machine learning (ML) classifiers was 

evaluated using standard performance metrics. The evaluation 

revealed that all classifiers achieved a performance 

improvement of at least 2%. The proposed model has potential 

applications in healthcare and can improve clinical diagnosis of 

CVD disorders, leading to optimized diagnosis, prevention of 

advanced cases, and lower treatment expenses. 

Keywords— heart disease, medical diagnosis support system 

(MDSS), clinical data, machine learning 

I. INTRODUCTION 

The heart serves as a vital component in maintaining the 
proper function of the human body, as it facilitates the 
circulation of oxygenated blood through the arteries and veins 
to all body tissues. Any disorder that disrupts the heart's ability 
to pump blood effectively is generally referred to as heart 
disease [1]. Sadly, heart disease remains a significant 
contributor to global mortality rates, with an alarming 17.9 
million individuals succumbing to this condition annually, as 
reported by the World Health Organization in 2021 [2]. Heart 
disease manifests in various forms, including but not limited 
to coronary artery disease, congenital heart disease, 
arrhythmia, and myocardial infarction, each presenting unique 
challenges to diagnosis and treatment. Heart disease is a 
complex ailment influenced by various risk factors, which can 
be categorized as behavioral, genetic, and physiological. 
Behavioral risk factors such as smoking, excessive alcohol 
and caffeine consumption, stress, and physical inactivity can 
contribute to the development of heart disease. Genetic factors 
can also predispose individuals to heart disease. Physiological 
variables, including but not limited to obesity, hypertension, 
and high-cholesterol. The patient with cardiac has several 
symptoms such as chest pain, dizzy sensations, and deep 
sweating [3]. Diagnosing at an early stage can reduce the 
number of deaths. Taking preventive actions is made possible 
in large part by the ability to accurately and quickly diagnose 

cardiac disease. Especially, in developing nations, there is a 
shortage of medical professionals and proper medical centers 
in remote areas. Due to the numerous limitations of manual 
detection of CVD, scientists have shifted their focus to new 
technologies such as Data Mining, Machine Learning, and 
Deep Learning to automate disease classification and 
prediction [4]. Automation combined with ML and DL can be 
used to develop a support system that can quickly and cost-
effectively detect a cardiac disease from clinical data. These 
have proven to be useful in assisting decision-making and 
forecasting from the massive amounts of data generated by the 
healthcare business [5]. The identification of atherosclerosis 
risk factors is based on medical experts' and doctors' 
knowledge and expertise, and these risk factors are classified 
as either controllable or uncontrollable. Several characteristics 
are utilized to identify these factors, with family history, age, 
and gender being unmodifiable risk factors for atherosclerosis 
[6]. 

The structure of this paper is as follows: In Section II, 
related works in the literature are reviewed. Section III 
presents and explains the methodology of the proposed 
system, including the selected machine learning algorithms 
and the evaluation parameters used to estimate and compare 
the performance of the proposed MDSS with similar 
measures. Section IV describes the CAD datasets used, 
implementation details, and the results are discussed. Finally, 
Section V concludes this research and provides future 
perspectives for further research. 

II. RELATED WORKS 

The classification and prediction of heart disease diagnosis 
has been the focus of numerous studies employing various ML 
models. Ali et al. [7] used the KNN, RF, and DT classifiers to 
produce top-notch outcomes. In addition, for all algorithms 
other than MLP and KNN, feature importance ratings were 
estimated, and these features were sorted according to their 
significance scores. Pavithra et al. [8] proposed a novel hybrid 
feature selection strategy, named HRFLC, which merges RF, 
AdaBoost, and utilized filter, wrapper, and embedding 
approaches to select eleven features, which resulted in a 2% 
increase in hybrid model accuracy. Kolukisa et al. [9] have 
presented six classifiers, FS method, and a probabilistic (FS) 
approach. After hyperparameter adjustment, Saboor et al. [10] 
applied nine machine learning classifiers to the final dataset. 
They applied standard K-fold cross-validation methods to 
confirm their findings. With hyperparameter adjustment and 
data normalization, the accuracy improved dramatically. 
Türkmenoğlu et al. [11] suggested a Heart failure survival 
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analysis utilizing the Correlation Matrix and RF techniques. 
Due to the uneven class distribution of the data set, data 
cleansing, oversampling, and undersampling were applied. 
They demonstrated that removing the class imbalance from 
the data set improved the performance of the classifiers.. In 
[12], the authors presented a novel, optimized algorithm 
which employed many classifier techniques, such as NB, 
KNN, Bayesian Optimized (BO-SVM), and (SSA-NN). The 
results indicated that the BO-SVM classifier performed the 
best with an accuracy of 93.3%, followed by the SSA-NN 
classifier with an accuracy of 86.7%. Sudha and colleagues 
[13] introduced a hybrid machine learning system that 
integrates (CNNs) and (LSTM) to improve the accuracy of 
classification on datasets. The researchers validated the 
performance of this hybrid model using the k-fold cross-
validation method with 89% of an accuracy rate. The authors 
of [14] described a ML strategy by using SVM, NB, and DT 
algorithms, they emphasized the use of polynomial regression 
in predicting vital signs, taking into consideration the 
nonlinear character of these variables. Perumal et al. [15] 
developed CVD dataset to improve model performance and 
feature quality, the authors suggested feature standardization, 
PCA-based feature reduction, and entropy-based feature 
engineering (FE). They trained ML classifiers using seven 
main components. The study found that LR and SVM 
classifiers were virtually as accurate as KNN. Research 
conducted in [16], the authors proposed imputing missing 
values (IMV) and removing outliers (OR). Experimental 
findings indicated that the suggested model (LR + NB) 
outperformed high results in all metrics, particularly in terms 
of AUC and accuracy. A comprehensive study examined how 
numerical, categorical, and combination numerical and 
categorical feature types affect machine learning algorithms 
[17]. Gradient Boosting, AdaBoost, CatBoost, XGBoost, 
ANN, RF, SVM, DC, and LR classifiers were compared. The 
study also indicated that SVM and AdaBoost ensemble 
learning with categorical features performed best for CVD 
prediction. Table 1 summarizes relevant empirical research 
studies on heart disease prediction. 

III. THEORETICAL BACKGROUND 

This section presents an overview of the techniques and 
tools utilized in our experiment, which aimed to detect cardiac 
disease using machine learning models. First, we describe the 
machine learning models employed in the experiment. We 
then outline the evaluation metrics used to measure the 
performance of the models. 

A. Machine Learning Classifiers 

Various machine learning algorithms have developed over 
time for heart disease diagnoses. Most researchers used more 
than one ML classifier in their papers to select the accurate 
one. The five classification techniques utilized in this research 
including their specific features and parameters are as 
followed:  

1) Random Forest(RF) 
Is a decision-tree based ML model. The technique 

randomly selects training papers from the feature space's m-
try dimension subspace and calculates every probability using 
m-try features. Leaf nodes divide data best until saturation. An 
ensemble of K unpruned trees h1(X1), h2(X2),... hk(Xk) 
yields the greatest likelihood of classification, making RF a 
powerful classification method for textual data with many 
dimensions. [18]. 

2) Decision Tree(DT) 
It is a tree-like model that classifies data points based on 

their node requirements [19]. As information passes through 
the DT's internal nodes, it gets categorized. For the dividing 
criterion, the Gini index [1,2] is used. Gini indices are 
determined per attribute. The least Gini Coefficient attribute 
would partition the data [20]. A tree is formed by repeatedly 
selecting the lowest Gain ratio characteristic. 

3) Logistic Regression(LR) 
Is a widely used statistical method for binary classification 

problems. LR uses a logistic function to restrict the output of 
a linear equation to the range of 0 and 1. The key difference 
between linear and probabilistic regression is that LR is 
limited to a binary (0 or 1) spectrum. The exponentiated LR 
slope coefficient (eb) can be easily interpreted as an odds ratio 
as mentioned in Eq.1, which is a significant advantage of LR 
over other methods such as probit regression. [21].   

 Logistic Function= 
1

1+𝑒−𝑥                            (1)     

4) Support Vector Machine (SVM) 
Is a prominent kernel-based learning technique for image 

classification and other ML tasks. SVMs solve a convex 
quadratic optimization problem to find a globally optimal 
solution [22]. SVM assumes prior knowledge of the data 
distribution and creates a hyper-plane with a maximally broad 
margin to classify data into distinct categories or keep similar 
data of one kind on one side and similar data of another type 
on the other. [[23], a linear SVM can be described by the 
following Eq.2:  

 f(x) = sign(w^T x + b)                                      (2) 

TABLE I.  COMPARATIVE REVIEW OF RECENT RESEARCH STUDIES 

AND CLINICAL GUIDELINES FOR HD DIAGNOSIS. 

Ref. Year Technique(s) Dataset Accuracy 

[7] 2021 LR , ABM, MLP, 
KNN, DT, RF 

Hungary, 
Switzerland, 

Cleveland, and 

Long Beach. 

97.08% 

[8] 2021 RF, AD, 

PC(PEARSON 

COEFFICIENT) 

UCI Repository 81% 

[9] 2023 SVM, MLP, RF, 

KNN, LR, LDA 

Z-Alizadeh 

Sani, cleveland, 

Statlog 

87.6% 

[10] 2022 LR, ET, MNB, 

CART, SVM, LDA, 

AB, RF, XGB 

Z-lizadeh Sani, 

Statlog 

91.50% 

[11] 2021   RF, KNN, ET faisalabad 

cardiology 

hospital 

84.58% 

[12] 2021 NB, BO-SVM, KNN,   

SSA-NN 

UCI Repository 93.3% 

[13] 2023   CNN , LSTM Cleveland, 
Hungar 

89% 

[14] 2021 SVM, NB, DC (J48) Universityof 

Queensland 

 ـ

[15] 2020 LR, SVM, KNN Cleveland 80.33% 

[16] 2022 (LR+NB) CHDD, HHDD, 

SHDD and 
VAMC 

92.7% 

[17] 2022 GB,XGBoost,LR 

AdaBoost, CatBoost, 

MLP, RF, SVM, DC, 

Cleveland 82% 
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5) Multilayer perceptron (MLP) 
MLP is supervised using hidden synthetic neuron layers. 

Perceptrons stimulate each neuron. Neuron-like perceptrons. 
The activation function assigns weighted inputs to two levels 
per neuron. Weight changes teach perceptrons [24]. MLPs use 
past data to generate output outcomes when the desired 
outcome is ambiguous. Data must match input and output 
values. 

B. Evaluation metrics 

Evaluation metrics are measures that are used to evaluate 
the performance of a machine learning model. These metrics 
provide a quantitative way to assess how well the model is 
performing on the given task, such as classification or 
regression. Some common evaluation metrics include: 

• Accuracy: It is the percentage of correctly predicted 
labels among all the predictions as mentioned in Eq.3. 

Accuracy=
TP + TN

 TP + TN + FP + FN
                       (3)  

• Precision: The percentage of true positive predictions 
among all the positive predictions. Precision measures 
the model's ability to correctly identify positive cases 
Eq. 4 [25]. 

           Precision=
TP 

 TP + FP
                                   (4)                                                                                         

• Sensitivity: Also, called Recall, The percentage of true 
positive predictions among all the actual positive 
cases. Recall measures the model's ability to identify 
all positive cases, as illustrated in Eq. 5 [26].  

        Sensitivity=
TP 

 TP + FN
                                    (5)                                                                                               

• F1-score: The harmonic mean of precision and recall. 
It provides a single metric that balances precision and 
recall, and evaluates the classification model's 
performance in the imbalanced classes, as shown in 
Eq.6 [27].  

        F1-score= 2× 
precision×sensitivity

precision + sensitivity
              (6)           

• (MCC):  Matthew’s Correlation coefficient which 
provides a balanced measure of the model's 
performance across both positive and negative classes 
and evaluates the quality of a binary classifier in case 
of imbalanced classes [28], as presented in Eq.7. 

       MCC =
TP×TN−FP×FN

√(TP+FP)(TP+FN)(TP+FP)(TN+FN)
         (7) 

IV. EXPERIMENTAL STUDY AND RESULT  

The experiments were conducted through the WEKA tool 
(Waikato Environment for Knowledge Analysis), an open-
source JAVA-based software capable of applying algorithms 
directly to a dataset or via JAVA code for data pre-processing. 
To split the dataset into a training set and a test set, 10-fold 
cross-validation was employed. Furthermore, this section 
includes details on the datasets used, data pre-processing 
techniques applied, and the analysis of findings using the 
proposed framework. The algorithmic operations of the 
proposed model are provided in Algorithm 1. 

 

 

Algorithm 1 Proposed support system for heart disease diagnosis 

Input: Sani Z-Alizadeh dataset 

Begin 

1. Data pre-processing:  

a. resampling imbalanced data using(SMOT) 

b. deploy data normalization 

2. Split dataset by  10-cross validation 

3. Classification model: 

a. perform a ML classifier 

b. log the classifier performance 

c. repeat a-b until all classifier are deployed 

4. Performance measured using five metrics  

(Accuracy, Recall, Precision, F1-score and Mcc) 

End. 

A. Dataset 

This study made use of the UCI repository's Z-Alizadeh 
Sani dataset on heart disease, which includes 216 patients 
with heart disease and 87 healthy individuals. The dataset 
contains 54 clinical and demographic features, which are 
divided into 23 numerical and 31 categorical data. Table 2 
provides a comprehensive list of these features and explains 
in detail the characteristics selected for the study [29]. As 
illustrated in Fig. 1 the pie chart represents the gender 
distribution of the cases in the targeted dataset. The data 
reveals that males comprise 58% of the cases, while females 
make up 42%, indicating a significant gender imbalance in 
the dataset. 

Fig. 1. gender distribution within dataset  

 

Fig. 2. Class distribution of Normal and Cad 

 

 

 

Male
58%

Fmale
42%

Gender
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TABLE II.  FEATURES OF Z-ALIZADEH SANI DATASET   

 

B. Data pre-processing 

In order to address the notable uneven distribution of 
classes within the dataset, we specify that the (Normal) 
category pertains to patients who do not have any 
cardiovascular disease, while the (Cad) category refers to 
those who do, as illustrated in Fig. 2(a). It should be 
emphasized that the dataset contains about three times more 
individuals with CVD than those without it. At this phase, the 
challenge of class imbalance is resolved by employing the 
synthetic minority oversampling method (SMOTE). It is an 
oversampling technique that has gained considerable use in 
the medical domain for handling imbalanced data [30]. By 
producing minority class random synthetic data from its 
closest neighbors using Euclidean distance, SMOTE 
augments the quantity of data instances. New instances begin 
to resemble the original data since they are formed based on 
the original data [31]. A fresh training dataset is created in this 
work utilizing the SMOTE approach. Each class's data sample 
size was increased by SMOTE from 303 to 390 as shown in 
Fig.2 (b). Then, 10-fold cross-validations have been 
performed to split the dataset into test and train sets. 

V. RESULT AND DISCUSSION 

In order to evaluate the effectiveness of the five proposed 
classifiers for diagnosing cardiac illness, different metrics 
such as specificity, precision, recall, F1-score, Mcc, and 
accuracy were utilized. Moreover, we compared the model's 
results before and after attempted to strike a balance in the 
dataset. 

The findings revealed that certain algorithms 
demonstrated strong accuracy, while others performed poorly 
prior to balancing the data through the use of over-sampling. 
Table 3 displays the performance of the utilized classifiers on 
the raw data (imbalanced data), demonstrating that SVM had 
the highest accuracy performance at 86.798% and other 
metrics. 

Table 4 presents the performance of the classifiers on 
balanced data. A noticeable improvement in the performance 
of all classifiers across all metrics was observed with 10-fold 
cross-validation. For instance, RF's accuracy improved from 
85% to 90%, DT's accuracy improved from 79% to 84%, LR's 

accuracy increased from 83% to 86%, SVM's accuracy 
improved from 86.79% to 87.69%, and MLP's accuracy 
increased from 82% to 85%.  

It is noteworthy that improvements in all evaluation 
metrics, particularly in MCCs performance, were achieved. 
Table 5 and Fig. 3 provide a comparison of the accuracy of the 
ML classifiers before and after balancing the dataset.  

 Finally, to provide a more comprehensive comparison 
with previous studies, we discuss studies that have used the 
imbalanced dataset and the same resampling (SMOT) 
techniques [9, 11] from Table 1, it is evident that our proposed 
MDSS has a higher accuracy with 90.51% over algorithms of 
[9] with 87.6% accuracy. Moreover, our approach outweighed 
the study [11], although they used more than resampling 
techniques over the dataset and three classifiers. 

TABLE III.  ML ALGORITHMS PERFORMANCE MEASURES WITH TEST 

MODEL 10-FOLD CROSS-VALIDATION (IMBALANCED DATA) 

TABLE IV.  ML ALGORITHMS PERFORMANCE MEASURES WITH TEST 

MODEL 10-FOLD CROSS-VALIDATION (BALANCED DATA) 

Classifier Accuracy Precision Recall F-Measure   MCC 

SVM 87.692 % 0.893 0.884 0.888 0.751 

RF 90.512% 0.909 0.921 0.915 0.808 

DT 84.615% 0.861 0.861 0.861 0.689 

LR 86.666 % 0.887 0.870     0.879 0.731 

MLP 85.641  % 0.908 0.824     0.864       0.716 

TABLE V.  COMPARISON IN ACCURACY OF CLASSIFIERS WITH 

IMBALANCED AND BALANCING 

Classifier  Accuracy with 10-fold cross-validation 

Imbalanced dataset Balanced dataset 

SVM 86.798 % 87.692 % 

RF 85.808% 90.512% 

DT 79.207 % 84.615% 

LR 83.168 % 86.666 % 

MLP 82.178 % 85.641  % 

 

  

Classifier Accuracy Precision Recall F-Measure   MCC 

SVM 86.798 % 0.911 0.903 0.907 0.680 

RF 85.808% 0.865 0.949 0.905 0.637 

DT 79.207 % 0.837 0.880 0.858 0.474 

LR 83.168 % 0.884 0.880 0.882 0.590 

MLP 82.178 % 0.879 0.870 0.874 0.568 



Journal of Millimeterwave Communication, Optimization and Modelling                                                                 v.4 (1) 2024 

63 

 

Fig. 3. Accuracy of classifiers with 10-fold cross-validation for imbalanced 

and balanced dataset                      

VI. CONCLUSION & FUTURE WORK 

The progress in ML techniques has made it possible to use 
data mining effectively in healthcare. The study conducted 
aimed to develop a model for diagnosing heart disease using 
biochemical values at a lower cost. The results showed that all 
classifiers had higher accuracy rates when subjected to a 10-
fold cross-validation test model after balancing the dataset. 
The study highlights the importance of addressing the class 
imbalance in preparing datasets for effective machine learning 
and presents a methodology for using multiple classifiers to 
predict CVD. This proposed methodology has the potential to 
enhance diagnostic accuracy, detect patients at an early stage, 
decrease mortality rates, and enable further treatment, 
especially in situations with imbalanced datasets. As 
technology advances, future studies should aim to expand this 
approach to larger datasets and leverage deep learning 
principles. This will allow for even more accurate diagnoses, 
better patient outcomes, an overall improvement in healthcare 
services, and an improved quality of life for people 
worldwide. 
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Abstract—Power systems and smart grids constitute critical 

instruments of national security and the economy. In case of the 

power system malfunctioning, millions of people are affected. 

Furthermore, there are extreme financial losses, irreversible 

data casualties and service outages. Recently, the use of 

commercial smart measuring and control devices in the field of 

electricity and power systems has become widespread due to the 

development of applicable technologies and the reduction of the 

costs of devices. Although this situation has increased 

traceability and manageability, it also made smart grids more 

vulnerable to cyber threats compared to the traditional power 

systems used before. Cyber threats in smart grids are generally 

categorized as eavesdropping the data to possess detailed 

information about the system, tampering with data to disturb 

the system's stability, denial of services to block accessibility and 

injecting malicious software that can cause damage to the 

system. FDI attack is considered one of the most severe cyber-

attack types due to its stealthy. FDI attacks disrupt the entire 

stabilization of the smart grid gradually. Machine learning and 

deep learning methods in supervised, semi-supervised and 

unsupervised domains have been widely used to protect smart 

grids against cyber threats by assisting conventional bad data 

detection mechanisms. Successful results have mainly been 

obtained by deep learning algorithms such as CNN and RNN. 

These algorithms have been supported with improved feature 

selection techniques to increase the accuracy of the detection and 

decrease the computational burden of the models. The purpose 

of the paper is to briefly summarize and combine the 

significance of smart grids, vulnerabilities of smart grids, cyber 

threats to smart grids, deep learning and machine learning 

methods applied against cyber-attacks, especially FDI attacks 

considered to be the most dangerous attack type and potential 

future research areas. 

Keywords—Power Systems, Smart Grids, Cyber Attack, False 

Data Injection Attack, FDIA, Machine Learning, Deep Learning, 

CNN, RNN, LSTM.  

I. INTRODUCTION 

As a result of the introduction of Industry 4.0 [1] and 
Industry 5.0 [2] with the development of technology, human-
machine interactions have started to appear more in every field 
than ever before since 2010. In addition to the favorable 
benefits brought by these technologies, the energy demand has 
increased dramatically. At the same time, energy continuity 
and supply-demand balance are critical parameters that all 
countries and companies must monitor because a failure or any 
problem in these systems affects all infrastructure. Therefore, 

energy generation and distribution systems are at the forefront 
of critical infrastructures.  

Considering that the resources are not infinite, energy 
demand triggers the finding of solutions for using the energy 
more efficiently in a controlled environment at an optimum 
level. At this point, smart grids that meet energy demands 
intelligently come into play with new features and capabilities 
compared to traditional electricity grids in terms of traceability 
and manageability.   

Power systems and smart grids are becoming critical 
infrastructures in recent years. The dependency on the power 
system and smart grid is increasing rapidly. Many people are 
affected by any problem in the power system or smart grid, 
and the losses are very high in the cost and information 
domain. It is considered that smart grids are still vulnerable to 
cyber-attacks since they are an extension of legacy systems, 
supported by commercial devices with no advanced security 
infrastructure and a lack of security protocols already existing 
in other networks like the internet. 

The rest of the paper is organized as follows: Section 2 
presents the grid conceptual model and architecture including 
vulnerabilities and cyber-attack types to smart grids. Detection 
Methods of FDI attacks are detailed based on machine 
learning and deep learning algorithms in section 3. Finally, 
conclusions and potential research areas are supported in 
section 4.  

II. SMART GRIDS AND CYBER ATTACKS 

Smart grids are sophisticated systems of legacy grids with 
improved properties. They combine different types of 
electricity production (Distributed Energy Resources-DER), 
like solar power, wind power, hydroelectric, etc., in one 
framework. Smart grids comprise all processes from 
production to consumption of electricity. Smart grids have 
been made intelligent by Information and Communication 
Technologies (ICT) such as control panels, sensors, actuators, 
measuring devices and smart meters. The most important 
feature that distinguishes smart grids from traditional systems 
is that instead of transmitting electricity in one-way, 
communication and power flows are conducted in two-way. 

Smart grids have transformed into highly complex 
structures due to integrated information and communication 
systems. To minimize the complexity and clarify standards, a 
conceptual model was initially proposed in 2010 [3]. The 
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conceptual model has been revised periodically based on 
recent developments. The up-to-date conceptual model [4] is 
depicted in Figure 1. In general, a smart grid consists of 7 main 
domains. Data and power flow are carried out between the 
Generation, Transmission, Distribution and Consumption 
domains. On the other hand, data transmission is conducted 
between Operation, Service Provision and Market domains. 

 

Fig. 1. The up-to-date NIST Smart Grid Conceptual Model. 

A. Security Vulnerabilities of Smart Grids 

Smart Grids uses Information and Communication 
Technologies (ICT) infrastructure to manage and monitor the 
system. ICT systems are vulnerable to cyber-attacks such as 
False Data Injections (FDI), Denial of Service (DoS), data 
sniffing, unauthorized access and password cracking. Smart 
grids are the target of ICS attacks as well as attacks against 
information systems. Therefore, the attack space is wider than 
the applied only in IT systems. 

ICS systems are very different from Information systems 
in terms of performance, availability (reliability), risk 
management, system operation, resource constraints, 
communications, change management, support and 
component locations. As it can be understood from this 
structure, it is more challenging to control ICS system 
vulnerabilities compared to IT Systems only [5]. 
Vulnerabilities of smart grids can be grouped under the 
following main headings. 

1) Physical Components Vulnerabilities: Hardware, 
software, and management systems make up a smart grid. 
However, they each have some vulnerabilities, such as 
insufficient physical access control, redundancy, component 
maintenance, and HAVC (Heating, Ventilation, and Air 
Conditioning) systems [6]. 

2) IT Vulnerabilities: One of the main functions of IT 
systems is automating business functions like billing, 
customer service, and accounting. Since the commence of the 
internet, IT systems have been employed, and a wealth of 
knowledge has been gained about them. There are many 
vulnerabilities, such as insecure software and hardware, 
confidentiality issues, integrity troubles and authentication 
and authorization problems. On the other hand, many critical 
areas, such as e-government, e-banking and e-commerce 
systems, are operated securely [7]. 

3) OT Vulnerabilities: A major focus of OT has been the 
management of power system operations, such as distribution 
of power and critical energy infrastructure management. OT 
advancements have led to more automated substations that can 
operate without human interaction. Software vulnerabilities in 

measurement devices, such as HMI (Human Machine 
Interface), RTU (Remote Terminal Unit), sensors and 
actuators, should be considered significantly critical matters 
which can lead to destructive cyber-attacks [8,9]. 

4) Data Processing and Management Vulnerabilities: 
Current smart grid data management faces the problem of data 
aggregation quality, security, compliance control, typical 
scope, and efficiency of the management mechanism. Many 
data are generated, processed, stored and transferred between 
different entities. The Confidentiality, Integrity and 
Availability of this data must be the focal points and be 
protected strictly. Data security and privacy should always be 
the priority in the design of smart grids [10]. 

5) Service and Application Vulnerabilities: The instant 
conversion of physical data into useful information is made 
possible by access to OT and IT data, enabling enhanced asset 
management platforms, distributed energy management 
systems, and distribution grid applications. Electricity trading, 
electricity services, electricity convergence, and a variety of 
client services are just a few of the applications and services 
that smart grids can offer. These services may include 
patching, policy, asset management, configuration, 
authentication, authorization, accounting and malware 
vulnerabilities. 

6) Operational Environment Vulnerabilities: Unknowing 
employees, poor outsourcing, insecure configuration, and 
issues with the natural environment are some of the common 
risks for the operating environment of the grid. 

B. Cyber Attacks to Smart Grid  

Since 2010, there have been many examples that ended 
with financial losses and physical damage around the world. 
The most effective of all, attacks targeting Iran's nuclear 
facilities and Ukrainian power systems come to the fore. 
STUXNET targeted SCADA (Supervisory Control and Data 
Acquisition) systems and caused substantial damage to Iran's 
nuclear program, including the nuclear centrifuge, computers 
and ICS devices [11]. In 2016, a power system outage in 
Ukraine affected many part of the country and many 
customers [12]. 

Smart grid attacks are seen in a wide range, such as FDI 
attacks, denial of service (DoS) attacks, data framing attacks, 
man-in-the-middle attack, load altering attacks, false 
command injection attacks, load redistribution attacks, 
coordinated cyber–physical topology (CCPT) attacks and 
replay attack. These attacks can be grouped as IT-based, ICS-
based and grid data based attacks. There are deep knowledge 
and preventive tools for IT-based attacks. Relatively less 
knowledge and preventive tools on ICS-based attacks and 
smart grid data based attacks. 

As stated in the previous subsection, many critical areas, 
such as e-government, e-banking and e-commerce systems, 
can be operated safely in today's conditions where cyber-
attacks are assumed and accepted. The infrastructure can be 
easily changed and adapted to new situations using simple 
costs in the mentioned areas. However, the situation is 
different in power systems and smart grids. As mentioned, 
power systems are being made smart by integrating 
commercial sensors and measurement systems of existing 
legacy systems. Therefore, advanced secure communication 
protocols and defense systems used on the internet are not used 
in power systems and smart grids. Artificial intelligence 
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methods are included in the game precisely at this point. 
Artificial intelligence fills the gap in the need for advanced 
security systems in smart grids. 

FDI attack is considered one of the most severe cyber-
attack types among the cyber-attacks mentioned above due to 
its stealthy. FDI attacks in a smart grid first appeared in [13]. 
They disrupt the entire stabilization of the smart grid 
gradually. Recently, FDI attacks received noticeable attention 
due to their impact. State estimation plays a critical role in the 
stable operation of smart grids at an optimum level. FDI 
attacks directly target state estimation. Failure to perform the 
state estimation process properly causes enormous damage 
and power outages. Because FDI attacks can be made 
relatively easily, but their damage to smart grids can be 
comprehensive, the methods applied against cyber-attacks are 
explained based on FDI attacks in the following sections. 

III. DETECTION OF CYBER ATTACKS USING MACHINE 

LEARNING AND DEEP LEARNING APPROACHES  

 In the literature, studies were firstly based on simple 
and effective machine learning methods like Decision trees, 
Random Forests, etc., due to their simplicity and 
computational efficiency. After the deep learning methods 
became popular in other domains like image recognition and 
classification, deep learning practices such as Convolutional 
Neural Networks (CNN), Recurrent Neural Networks (RNN) 
and LSTM (Long-Short Term Memory) techniques were also 
widely applied for the detection of cyber-attacks in smart 
grids. Semi-supervised and unsupervised learning approaches 
are popularly used in this field, as accurate data on cyber-
attacks in smart grids are rare and labelling datasets is highly 
time-consuming. Generally, in semi-supervised learning, 
unlabeled data is assigned to the nearest neighbor data set 
based on the labeled classes by kernel methods such as RBF 
(Radial Basis Function) or KNN (K Nearest Neighbor) [14]. 
In addition, to obtain more realistic training examples, a more 
advanced and complex model named Generative Adversarial 
Neural Network (GAN) is started to be used recently [15]. In 
the GAN model, labeled data are produced by two separate but 
linked Neural Networks, a generator and a discriminator, with 
feedback in an iterative min-max game. 

Unlike supervised and unsupervised learning methods, 
fully unlabeled data is used to train the model in unsupervised 
approaches. Unsupervised methods such as Principal 
Component Analysis (PCA) and KNN-based methods are 
primarily and widely used in the literature [16].  

Furthermore, the approaches to detecting cyber-attacks are 
categorized according to whether they depend on a model [17]. 
State estimation techniques in model-dependent and 
comparison of sequential temporal data in model-independent 
approaches are used based on the data collected during the 
system's regular operation. FDI attacks are targeted at the 
measurement data via tampering with the measurements to 
deceive the system. Traditional Bad Data Detectors can only 
be adapted for outlier information like false reading and 
cannot perceive hidden interventions like FDI attacks. 

The most commonly applied Machine Learning and Deep 
Learning algorithms used to detect cyber-attacks in smart grids 
are summarized in Table I. Furthermore, the main strengths 
and weaknesses of the algorithms are indicated in terms of 
reinforcing knowledge about algorithms in Table II. 

The strengths and weaknesses of the algorithms are 
assessed within the framework of general performance 
criteria. The assessments are made in terms of the internal 
structure of data, the data preprocessing phase, applying 
methods of algorithms, interior design and objectives of the 
algorithms, the algorithms' parameters, the algorithms' 
performance, the training phase of the algorithm, etc. In 
addition, only the most prominent features are highlighted in 
Table II. 

TABLE I.  MOST COMMONLY APPLIED MACHINE LEARNING AND 

DEEP LEARNING ALGORITHMS 

Learning 

Types 
List of Algorithms 

Machine 

Learning 

Algorithms 

SVM (Support Vector Machine), KNN (K-Nearest 

Neighbor), ENN (Extended Nearest Neighbor), PCA 

(Principal Component Analysis), AdaBoost, 
Decision Tree, Random Forest, LGBM (Light 

Gradient Boosting Machine) and Logistic 
Regression. 

Deep Learning 

Algorithms 

ANN (Artificial Neural Networks), CNN 

(Convolutional Neural Networks), RNN (Recurrent 

Neural Networks), LSTM (Long-Short Term 
Memory) and GAN (Generative Adversarial Neural 

Networks). 

TABLE II.  MAIN STRENGTHS AND WEAKNESSES OF THE ALGORITHMS 

Algorithm Strengths  Weaknesses 

SVM 

1. Satisfactory performance 
in high dimensional space. 

2. Outliers have a minor 

impact. 

Slow training process for 

large datasets. 

KNN 
1. Simple to implement. 
2. No presumptions about 

data. 

Sensitive to outliers. 

ENN 
It can learn from the global 
distribution in addition to 

local one used in KNN. 

Choosing of parameter 

“K” like KNN. 

PCA It reduces overfitting. 
There is a possibility of 
information loss. 

AdaBoost 
It can be slightly less 

sensitive to overfitting. 

It is susceptible to noisy 

data and outliers. 

Decision 

Tree 

Normalization or scaling of 

data not needed. 
Prone to overfitting. 

Random 

Forest 

Promising performance on 

unbalanced and missing 
data. 

It requires much 

computational power and 
time. 

LGBM 
Reduced training time and 

low memory usage. 

It needs much complex 

trees. 

Logistic 

Regression 

Tuning of hyperparameters 

is not needed. 

Inadequate performance 

on nonlinear data. 

ANN 
Suitable for modelling 
nonlinear data with a higher 

dimension. 

There is no exact rule for 
defining the structure of 

the network. 

CNN 
It detects critical features in 

an unsupervised manner. 

Training process may take 
considerable time 

depending on the number 

of network layers. 

RNN 

It is the first neural network 
able to analyse and learn 

sequences of data (series) 
of its kind. 

Vanishing gradients. 

LSTM 

LSTMs are forceful RNNs 

designed to work with 

vanished gradients. 

The training data required 

by LSTMs is much 

greater than that needed 
by CNNs and RNNs to 

achieve the same level of 

accuracy. 

GAN 

It can generate data similar 

to the original in an 

unsupervised manner. 
 

Having two separate 

networks, a generator and 

a discriminator, makes 
training phase difficult. 



 

 

 

Journal of Millimeterwave Communication, Optimization and Modelling                                                                  v.4 (2) 2024 

67 

 

It is evaluated that it would be helpful to explain the 
concept of "State Estimation" and "Bad Data Detector" 
approaches, which constitute the main pillars of controlling 
and protecting the smart grids, are in the stage before the 
detection algorithms are applied. It also explains how FDI 
attacks are theoretically produced and why the BDD cannot 
recognize them.  

A. State Estimation, Bad Data Detection (BDD) and False 

Data Injection Attacks 

The main goal of state estimation is to predict a smart grid's 
current state using sensors' data. The measurements usually 
consist of real and reactive power injections of transmission 
lines and buses and state variables like all buses' voltage 
magnitudes and phase angles. In the state estimation, the 
relationship is conducted based on (1) between the state vector 
𝑥 ∈ ℝ𝐷 and measurements 𝑧 ∈ ℝ𝑁. In addition, 𝐻 ∈ ℝ𝑁𝑥𝐷  
is Jacobian topological matrix and e is the error. 

 𝑧 = 𝐻𝑥 + e () 

The state of the smart grid can be predicted by Weighted 
Least Square (WLS) where 𝑊 is a diagonal matrix with 
elements proportional to the variance of each measurement 
noise, defined as follows : 

 𝑥̂ = 𝑎𝑟𝑔𝑥  𝑚𝑖𝑛(𝑧 − 𝐻𝑥)𝑇𝑊(𝑧 − 𝐻𝑥) () 

To eliminate the measurement error and sensor faults, 
BDD is applied as a first defensive mechanism to protect the 
state estimation. In the traditional BDD, the L2-norm of 
measurement residual is compared to the threshold 𝜏 and 
measurement data is not accepted when ‖𝑧 − H𝑥̂‖  >  𝜏 . 

FDI attacks are created by adding an attack vector 𝑎 to the 
measurement vector 𝑧. So state variable vector is transformed 
into (4) where 𝑐 ∈ ℝ𝑁 is the difference in the state variable 
estimates. When the attack vector content with (5), then the L2 
norm of attacked measurement is defined in (6). Equation 6 
shows that L2 norm of attacked measurement residual does not 
change. It means that attacked measurements can bypass the 
BDD. 

 𝑧𝑎 = 𝑧 + a () 

 𝑥̂𝑎 = 𝑥 ̂ + c () 

 𝑎 = 𝐻𝑐 () 

 ‖𝑧𝑎 − 𝐻𝑥̂𝑎‖ = ‖𝑧 + a − H(𝑥 ̂ + c)‖ () 

                               = ‖𝑧 − H𝑥̂ + (a − Hc)‖ 

         = ‖𝑧 − H𝑥‖ 

B. Efficient Legacy Machine Learning Algorithms   

The previous subsection explains the concepts of state 
estimation and BDD techniques, which indicate the current 
status of smart grids and lay the foundation for detection 
algorithms to be applied to detect cyber-attacks. This 
subsection details the recently applied machine learning 
methods for detecting cyber-attacks. 

KNN algorithm, suitable for classification and regression 
purposes, is used as a main algorithm in [18, 19]. A Robust 

KNN regression approach is proposed in [18] to eliminate 
uncertainties and conduct more accurate state estimation in 
power systems. Furthermore, combining the KNN algorithm 
with PCA (Principal Component Analysis) feature selection 
based on the critical concept feature set is implemented in [19]. 
In addition to the studies in which KNN is the primary 
classifier, it is noteworthy that in other studies, it is usually in 
the domain of the compared algorithms. In [20], three common 
classifiers like SVM (Support Vector Machine), KNN and 
ENN (Extended Nearest Neighbor) algorithms were used for 
FDIA detection and SVM performed superior overall 
compared to KNN and ENN classifiers.  

SVM, which avoids the difficulties of using linear 
functions in the high-dimensional feature space, is applied to 
detect cyber-attacks in smart grid that has a non-linear 
component in nature. In [21], an updated SVM-based method 
is proposed to detect the FDIA, bringing the vulnerabilities of 
existing SVM-based FDI attack detectors forward. 
Furthermore, a detection framework with an SVM classifier at 
its core with edge data aggregators to detect FDI attacks on 
transmission lines in [22]. 

Statistical models that prioritize catching the uncertainty in 
the models are used to detect the anomalies caused by FDI 
(False Data Injection) attacks. The multivariate Gaussian 
model improved with the k-means clustering method for 
detecting transient and steady cyber-attacks implemented in 
[23]. It is assumed that the multivariate Gaussian model 
captures the correlations between variables from different 
dimensions. In [24], a strategy based on statistical features is 
put forth to locate supervised FDI attacks in power grids. This 
method includes quantification of the distribution of the 
measurements and the tree boosting technique. 

Random Forest algorithm, which can deal with both 
categorical and continuous variables efficiently, is also applied 
in this field. In [25], various classification methods, like Naive 
Bayes, Random Forest, etc., are used for detecting power 
system anomalies. The Random Forest algorithm gets the 
highest score among other methods. Furthermore, Isolation 
Forest Algorithm proposed with some acceptance criteria 
based on the Random Forest method in an unsupervised way 
in [26]. 

 PCA technique which removes correlated features and 
reduces overfitting is commonly applied to improve the 
performance of models. In [27], high-dimensional space is 
reduced by KPCA (Kernel PCA) and the Extra-Trees 
algorithm is used to classify stealthy cyber-attacks. KPCA-
supported Extra-Trees based detection approach outperforms 
the state-of-art machine learning-based schemes. Furthermore, 
[28] proposes a method for FDI attack detection based on PCA 
and subspace analysis utilizing consequential grid states. 

Feature engineering aims to prepare an input dataset that 
best fits the machine learning algorithm and enhances the 
models' performance. Optimization algorithms and heuristic 
algorithms are commonly used. SVM is proposed as a primary 
classifier and compared to the other machine learning methods 
like AdaBoost and KNN to detect covert cyber deception 
assault attacks. Various feature selection methods including 
GA (Genetic Algorithm) are implemented. As a result, SVM 
has more successful results than other implemented algorithms 
[29]. In [30], SVM and KNN algorithms with three different 
feature selection methods, such as BCS (Binary Cuckoo 
Search), BPSO (Binary Particle Swarm Optimization) and GA 



 

 

 

Journal of Millimeterwave Communication, Optimization and Modelling                                                                  v.4 (2) 2024 

68 

 

(Genetic algorithm), are studied to detect the FDI attacks. 
SVM and KNN algorithms performed more accurately 
compared to others. Furthermore, the AdaBoost classifier 
supported with Random Forest is used as the main of the 
proposed model with the enhanced feature construction 
engineering techniques in [31]. 

In [32], a framework combination of a square-root 
unscented Kalman filter (SR-UKF) based forecasting-aided 
State Estimation and a GLRT (Generalized Likelihood Ratio 
Test) is designed to detect FDI attacks in unbalanced 
distribution networks. 

It is determined that SVM and KNN are applied much 
more than other machine learning algorithms to detect FDI 
attacks. Considering the complexity and non-linearity 
structure of the data obtained in smart grids, it has been 
observed that the SVM algorithm, built on the theory of 
creating a hyperplane, exhibits very reliable performances. 
Furthermore, the KNN algorithm is significantly utilized 
because it has a non-parametric and straightforward structure. 
In addition, KNN is ideal for non-linear data since there is no 
assumption about underlying data. 

C. Deep Learning Algorithms 

Convolutional Neural Network (CNN) is an artificial 
neural network architecture for deep learning with fully 
connected input, convolution, pooling and output layers that 
learn directly from data. Since the algorithm is based on 
learning directly from the data, invisible patterns can be 
revealed. Besides, RNN is a particular variant of ANN 
(Artificial Neural Network) for analyzing sequential data. 
Furthermore, the Long Short-Term Memory (LSTM) 
algorithm is an extension of RNN that extend the memory to 
eliminate the short-term memory. LSTM models can retain 
past information even longer compared to RNN algorithms. 

Deep learning algorithms come to the fore in processing 
big data produced within the scope of monitoring and 
controlling smart grids to detect cyber-attacks. To facilitate 
big data processing, autoencoders within deep learning 
algorithms reduce the dimensionality of data and the 
computational complexity [33-35]. Furthermore, by using 
traditional machine learning algorithms and deep learning 
methods together, nonlinear data have been transformed into 
linear space and the detection accuracy of cyber-attacks has 
been increased [36]. 

Recently, deep learning algorithms combined with 
traditional machine learning algorithms such as SVM and 
KNN have been commonly used to detect cyber-attacks [37]. 
Furthermore, among the deep learning methods, LSTM, RNN 
and CNN are considered the most used and successful 
algorithms [38]. 

In [39], some ML-based models, such as SVM and Light 
Gradient Boosting Machine (LGBM) are compared with Deep 
Learning (DL) based models like CNN and ANN. As a result 
of the experiments, it has been determined that CNN models 
give better results. In [40], Continuous wavelet transform 
(CWT) is used to transform one-dimensional traffic data into 
a two-dimensional time-frequency domain as input to a 
wavelet CNN (WavCovNet) to distinguish the cyber-attack 
and detect abnormal behavior in the data. 

Considering that smart grid data naturally contains linear 
and nonlinear components, an effective two-level FDIA 
detection is performed using the Kalman filter and RNN 

(KFRNN) [41]. In the first stage, the Kalman filter is used for 
state estimation from linear data and RNN is used to capture 
nonlinear data features. At the second level, the results 
obtained from the processes of linear and nonlinear are fed into 
a fully connected neural network with backpropagation. 
Furthermore, taking into account the same assumption 
accepted in [41] regarding linear and nonlinear components, 
RNN has also been proposed to detect the FDI attacks in [42]. 

Furthermore, [43] and [44] provide examples of how time 
series measurement values are effectively handled with RNN-
based models. In [45], time domain data were processed with 
the LSTM autoencoder and anomalies are detected using the 
Logistic Regression. In [46], the state estimation to detect 
cyber-attacks is conducted through a model obtained by 
combining multiple LSTMs. In [47], the proposed framework 
is based on consolidating the Wasserstein Generative 
Adversarial Network and autoencoder to learn the smart grid 
measurement distribution and state estimator model. 

As can be understood from the studies described above, 
deep learning algorithms such as CNN, RNN and LSTM and 
structures that combine these algorithms with traditional 
machine learning methods are widely and effectively used in 
detecting FDI attacks based on state estimation or time series. 
Furthermore, promising results have been obtained by using 
deep learning and machine learning algorithms together. 

D. Simulations and Datasets 

 It would be helpful to specify the issue of obtaining the 
data. Since datasets regarding actual cyber-attacks are 
confidential and almost inaccessible, simulation methods are 
widely used to generate training and test data. The regular 
operation of the smart grid is simulated like a real-time 
environment to obtain the data. Furthermore, FDI attacks are 
implemented via tampering with the generated data.  

 In most of the studies, simulations are commonly 
conducted using the MATPOWER simulation package [48]. 
In addition, most of the simulations are performed based on 
IEEE Bus Systems Data. These systems consist of loads, 
capacitor banks, transmission lines and generators and their 
reference values. 

E. Main Issues and Future Directions 

Cyber-attacks against smart grids can be roughly grouped 
as obtaining individual or system data illegally, creating large-
scale denial of services, and sabotaging the system using false 
data. Considering the characteristics of cyber-attacks and 
instances encountered in real life over the last 20 years, cyber-
attacks can be exploited as destructive weapons.  

Furthermore, cyber-attacks are highly concentrated in 
critical infrastructure areas such as energy generation, 
especially nuclear infrastructure, the nation's military and 
civilian defense systems, bank and finance systems, 
communication systems, logistic and critical commercial port 
systems and services.  

In the last 20 years, the main issues that drive using of 
artificial intelligence solutions to defend smart grids are as 
follows: 

• Power systems and intelligent grids become the most 
valuable resources of a nation, 
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• Confidentiality, integrity and availability of the 
information produced in power systems and smart 
grids is vital, 

• The need for controlling and monitoring activities in 
power systems and smart grids, 

• Easy access to the commercial measuring systems and 
control equipment and vulnerabilities of commercial 
devices, 

• Limited resources and the need to use energy 
efficiently at the maximum level,   

• Increasing self-operating activities in every field and 
the inevitability of automation in the Industrial 5.0 
era,  

• Most of the ICTs used in the energy generation area 
are dependent on obsolete technology, so unlike 
internet infrastructure, 

The following items can serve as the basis for future 
studies and research to ensure power systems and smart grids 
have a higher level of security against various cyber-attacks 
and provide uninterrupted operation. 

• Developing new frameworks for the detection of 
multiple cyber-attacks at the same time, 

• A deeper understanding of determining fingerprints 
and features of cyber-attacks, 

• Building up new cascaded frameworks applying more 
distributed controlling and detecting manners over the 
whole system, 

• Creation of cyber-attacks more realistically with 
various deep learning algorithms in addition to the 
existing GAN algorithm to develop sound defense 
systems due to the rarity of real datasets related to the 
cyber-attacks.  

IV. CONCLUSION 

 In this study, the structure and working principles of smart 
grids, the vulnerabilities of smart grids, the types of cyber-
attacks against smart grids, the most harmful FDI attacks, the 
reasons behind why machine and deep learning algorithms are 
needed in smart grids, the idea of how detection algorithms are 
used to detect cyber-attacks, the simulation and datasets used 
in studies in this field are shortly reviewed.  

 It is observed that traditional machine learning and deep 
learning algorithms have been successfully applied alone in 
detecting cyber-attacks, and promising results have been 
obtained. In addition, it should be mentioned that machine 
learning and deep learning methods are used together, and 
satisfactory results are obtained. Furthermore, it has been 
determined that SVM and KNN out of machine learning 
algorithms and CNN, RNN and LSTM from deep learning are 
the most used methods in detecting cyber-attacks in the 
literature. 

 During the literature review, it was observed that detection 
models were generally developed against a single attack type. 
The development of models for detecting two different types 
of attacks by obtaining the similar feature set between attack 
types and conducting detections based on using this similarity 
can shed light on potential future studies. 
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